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In The Beginning
It is tempting to think of digital television as something very 
scientific and even complex. But when we view the end result, 
we find something very familiar; something television engineers
have sought since the very beginning… an experience that just
keeps getting better and better… quality video and audio 
conveying the artist’s performance to the viewing audience. 
The only thing new in digital television is the way the message 
gets from here to there. 

Does it really matter how the message travels? The artist and
the viewer (and in many countries, the advertiser) probably don’t
care what path the signal takes. They can benefit from digital 
television’s improved performance without knowing the details. 
Ah, but the science…. that’s where the fun comes in. Those of 
us involved in the technical side of television do care; and we do
benefit from the significant advances in television science over 
the past 60+ years… and in particular the advances brought 
about by digital television over the past 20 years.

Program video, digital audio, and associated ancillary data signals
together make up the digital television signal. In the analog world 
of television, video and audio can exist in totally separate paths
from source to the home television receiver. Digital signals may be
organized with much more freedom, with video, audio, and other
signals working together as a stream of data. All we need to know
is how the data is organized to pick out what we want.

Traditional television
We can call analog video and analog audio the elements of 
traditional television. But it is important to realize we are still trying
to accomplish the traditional goals… and maybe more. Digital 
television builds on analog, and our understanding of digital 

television builds on what we already know about analog television.
Light into the camera lens and sound into the microphone, are 
still analog. Light from the display and sound to your ears are 
still analog phenomena. 

We already know that analog video is a “sampling” of light values.
Values of brightness represented by a voltage. And additional 
information provides the color of the samples. The samples are
synchronized through the transmission system to reproduce an
image of the original scene on our display. Analog video travels 
as a “serial” stream of voltage values containing all of the “data”
necessary to make a picture when the receiver knows what to 
do with the information. So you can see that by just substituting 
a few words, and by just doing a few things differently to take
advantage of what we have learned over the past fifty years, 
we can understand that digital video is really not very different 
than analog video. 

So if we start with analog light and end with analog light, why 
use digital video at all? In many cases, the camera sensor is 
still producing analog video, but it is now common to almost 
immediately convert the varying analog voltage representing the
instantaneous value of video to digital for handling with essentially
no degradation. In some cases, such as computer-generated video
or graphics, the video will start out in digital format, and with the
new digital television systems, it can reach the display never going
to analog.

We can still send and receive television signals via analog NTSC,
PAL, or SECAM transmissions, but we are already using digital
transmissions to convey higher quality, more efficient television 
signals to the home. Digital television is an available part of 
everyday life. Some of us will use it and contribute to its 
improvement. Some of us will take advantage of it without
needing to know the details. 
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The “New” Digital Television
Digital signals have been a part of television for many years, at 
first buried inside equipment such as test signal and character 
generators; later throughout entire systems. In this primer, we will
deal first with the video portion of the television signal for simplicity.
Audio will be digital as well, and will take its place in the digital data
stream for recovery at the television receiver. Digital audio will be
discussed in later chapters.

Digital video is a simple extension of analog video. Once we 
understand analog video, it is easy to understand how digital video
is created, handled, processed, and converted to and from analog.
Analog and digital video have many of the same constraints, and
many of the problems that may occur in the digital domain are a
result of incorrect analog source video. Therefore, it is important to
have standards to reference for the design and operation of both
analog and digital video devices.

Numbers describing an analog world
Early digital video was merely a digital description of the analog
NTSC or PAL composite analog video signal. Standards were 
written to describe operating limits and specify the number 
data describing each voltage level and how each number was 
generated and recovered. Because of the high speed of the data, 
it was common to handle digital video data internally on an eight-
or ten-bit bus, and initial standards described a multi-wire external
connection as well. The standards also described certain ancillary
and housekeeping data to synchronize the receiver and the 
transported data, and to permit additional services such as 
embedded audio. Later, as higher processing speeds became
practical, a single wire composite serial interface standard 
was developed. In its basic form, digital video is a numeric 
representation of analog voltage, with number data occurring 
fast enough to accommodate changing video and necessary 
ancillary data.

Component digital video
The designers of early analog special effects equipment recognized
the advantage of keeping the red, green, and blue video channels
separate as much as possible during any processing. The NTSC
and PAL encoding/decoding process is not transparent and multiple
generations of encoding and decoding progressively degrade the
signal. The signal in the camera starts out with independent 
channels of red, green, and blue information, and it is best to 
handle these signals through the system with as few format 
generations as possible before encoding them into NTSC or 
PAL for transmission to the home. But handling three separate
coordinated channels of information through the television plant
presents logistic and reliability problems. From a practical 
standpoint, these three signals should all coexist on one wire, 
or commonly a single coaxial cable. As it turns out, we can 
simply matrix these three components, the red, green, and blue
video channels, to a more efficient set consisting of luma and two
color-difference signals; digitize each of them, and multiplex the
data onto a single coaxial cable. We can handle this data signal
much as we do traditional NTSC or PAL composite video. Now we
are handling a high-speed stream of numeric data. Although this
data signal contains energy changing at a much faster rate than 
the 5 to 6 MHz energy in an NTSC or PAL video signal, it can be
handled losslessly and with less maintenance over reasonable 
distances. Once the video signal is in the digital domain, we can
easily extract its components for individual processing and 
recombine them again in the digital domain without any further 
loss or interaction among the channels.

Component and digital techniques contribute significant advan-
tages in video quality control, and the speed of digital devices has
made the bandwidth of high-definition video practical. Digital also
lends itself to processing with various compression algorithms to
reduce the total amount of data needed. It is now possible to 
convey high-definition video and associated multichannel audio 
in the bandwidth required for high-quality real-time analog video. 
The subject of video compression is covered in many publications
(see Bibliography) and will not be addressed in this primer.
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Moving Forward from Analog to Digital
The digital data stream can be easily broken down into its separate
components, often serving the same function as their analog 
counterparts. We will continue with this analogy as we describe
and compare the analog and digital video domains. Once we 
clearly understand the similarity between analog and digital video
we can move to HDTV, which is often a digital representation of 
the corresponding high-definition analog format.

NTSC and PAL video signals are composites of the three camera
channels, the primary color components red, green, and blue,
matrixed together to form a luminance channel summed with the
modulation products of a suppressed subcarrier containing two
channels of color information. A third system of single-channel
composite transmission is the SECAM system, which uses a pair 
of frequency-modulated subcarriers to convey chroma information.
In the studio, there is no specific requirement that the signal be
NTSC, PAL, or SECAM at any point between the camera RGB
pickup devices and the RGB channels of the final display device.
While an understanding of NTSC, PAL, or SECAM is useful, we
need not invest in any new study of composite video. 

The RGB component signal
A video camera splits the light of the image into three primary 
colors – red, green, and blue. Sensors in the camera convert these
individual monochrome images into separate electrical signals.
Synchronization information is added to the signals to identify the
left edge of the picture and the top of the picture. Information to
synchronize the display with the camera may be added to the
green channel or occasionally added to all three channels, or 
routed separately.

The simplest hookup, as shown in Figure 1, is direct R, G, and 
B, out of the camera, into the picture monitor. The multi-wire 
transmission system is the same for analog standard or analog
high-definition video. A multi-wire connection might be used in
small, permanently configured sub-systems.

This method produces a high-quality image from camera to display,
but carrying the signals as three separate channels, involves the
engineer to ensure each channel processes the signals with the
same overall gain, direct curent (dc) offset, time delay, and frequency
response. A gain inequality or dc offset error between the channels
will produce subtle changes in the color of the final display. The
system could also suffer from timing errors, which could be 
produced from different lengths of cable or different methods of
routing each signal from camera to display. This would produce
timing offset between the channels producing a softening or 
blurring in the picture – and in severe cases multiple, separated
images. A difference in frequency response between channels
would cause transient effects as the channels were recombined.
Clearly, there is a need to handle the three channels as one.

Figure 1. RGB from the camera with direct connections to the monitor.
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Insertion of an NTSC or PAL encoder and decoder (Figure 2) 
does nothing for simplicity except make the signal easier to 
handle on one wire within the television plant. System bandwidth 
is compromised in a friendly way to contain the energy of the 
three video signals in 4.2 MHz (NTSC) or 5.0 to 5.5 MHz (PAL). 
The single-wire configuration makes video routing easier, but 
frequency response and timing must be considered over longer
paths. Because both chroma and luma in the NTSC or PAL 
composite signal share the 4.2 MHz, 5.0 or 5.5 MHz, multiple 
generations of encoding and decoding must be avoided. 

By substituting component digital encoders and decoders, the
hookup (Figure 3) is no more complex and is better in perform-
ance. Energy in the single coaxial cable is now at a data rate of
270 Mb/s for standard definition signals; 1.485 Gb/s or higher for
high-
definition signals. Standard definition signals could be converted 
to analog NTSC or PAL for transmission within traditional broadcast
television channels. High-definition signals must be compressed for
on-air transmission within the channel bandwidth of existing NTSC
or PAL channels.

Gamma correction
An analog factor to be considered in the handling of the video 
signal is the perception that the video display is accurately 
reproducing the brightness of each element of the scene. The
Cathode Ray Tube (CRT) display is an inherently non-linear device
and therefore, the amount of light output is a non-linear function 
of the voltage applied to the display. This function is called the
gamma of the device. In order to produce a linear response, a 
correction factor must be applied within the TV System. Therefore,
the RGB signals in the camera are gamma-corrected with the
inverse function of the CRT. Gamma-corrected signals are denoted
R', G', and B'; the prime mark (') indicating a correction factor has
been applied to compensate for the transfer characteristics of the
pickup and display devices. Although the prime mark may appear
a bit cumbersome, and is sometimes incorrectly omitted, it will 
be used throughout this primer for correlation with standards
documents.

New LCD and Plasma display technologies are becoming more
prevalent today, so one would think that gamma correction would
not be needed in the future. However, the human visual response
to luminance is also a power function; approximate intensity raised
to the 1/3 power. For best contrast representation and signal to
noise (S/N), video encoding uses this same power function. This 
is called conceptual coding.

Figure 3. Digital transmission avoids analog signal degradation.

Figure 2. Video encoded to NTSC or PAL for transmission on a single coaxial cable.
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Gamma correction is more than correction for
CRT response 
The gamma correction needed for the CRT is almost optimal for
conceptual correction. For this reason, care should be taken
when evaluating systems where correction factors have been
applied within the devices for gamma correction.

Figure 4 shows the gamma correction as a power function of 
0.45 as specified in ITU-R BT.709, a predominant standard for
digital high-definition video. This gamma correction is applied at
the camera to correct for nonlinearities at the CRT and provide
conceptual coding. Nonlinearities in the CRT exist as a power
function between 2.2 to 2.6, and most CRTs have a value of
about 2.5. The resulting total system gamma is about 1.2, which
is nearly ideal for typical viewing conditions. This response roughly
corrects for human lightness perception, which in turn reduces
the number of bits required when the video signal is digitized for
transmission.

Conversion of R'G'B' into luma and 
color-difference
Video components red, green, and blue are native to the camera
pickup devices and are almost always used by operators in 
managing video color. RGB, however, is not the most bandwidth-
efficient method of conveying the image during video processing
because all three components must be equal bandwidth. Human
vision is more sensitive to changes in luminance detail than to
changes in color, so we can improve bandwidth efficiency by
deriving full bandwidth luma information and allot any remaining
available bandwidth to color-difference information.

Processing of the video signal components into luma and color-
difference values reduces the amount of information that must 
be conveyed. By having one full bandwidth luma channel (Y') 
represent the brightness and detail of the signal, the two color-
difference channels (R'-Y' and B'-Y') can be limited to about half
the luma channel bandwidth and still provide sufficient color 
information. This allows for a simple linear matrix to convert
between R'G'B' and Y', R'-Y', B'-Y'. Bandwidth limiting of the
color-difference channels is done after the matrix. When the 
channels are restored to R'G'B' for display, brightness detail is



R'G'B' for display, brightness detail is restored at full bandwidth
and spatial color detail is limited in an acceptable manner. The 
following paragraphs and tables discuss the conversion process 
for R'G'B' to Y', R'-Y', B'-Y' that takes place within encoders 
and decoders. 

Gamma-corrected R'G'B' components are matrixed to create
gamma-corrected component luma, designated Y', and two 
color-difference components. The luma and color-difference 
components are derived from R', G' and B' to the values 
shown in Table 1 (the unit of each coefficient is in volts).

Table 1 shows the range of voltages for the conversion of R'G'B' 
to Y', (R'-Y'), (B'-Y'). The luma signal has a dynamic range of 0 to
700 mv. The color-difference signals, R'-Y' and B'-Y', may have 
different dynamic ranges dependent on the scaling factors for 
conversion to various component formats. The analog component
format denoted by Y'P'bP'r is scaled so that both color-difference
values have a dynamic range of ±350 mv. This allows for simpler
processing of the video signals. Analog Y'P'bP'r values are offset
to produce Y'C'bC'r values typically used within the digital 
standards. The resulting video components are a Y’ or luma 
channel similar to a monochrome video signal, and two color-
difference channels, C'b and C'r that convey chroma information
with no brightness information, all suitably scaled for quantization
into digital data. 

A number of other color-difference formats are in use for various
applications. In particular it is important to know that the coeffi-
cients currently in use for composite PAL, SECAM, and NTSC
encoding are different, as shown in Table 2. 

Approximate value 
Component (SMPTE 170M and ITU-R BT.470-6)

Y 0.299 R' + 0.587 G' + 0.114 B'

NTSC I –0.2680 (B' – Y') + 0.7358 (R' – Y')

NTSC Q +0.4127 (B' – Y') + 0.4778 (R' – Y')

PAL U 0.493 (B' – Y')

PAL V 0.877 (R' – Y')

SECAM Dr –1.902 (R' – Y')

SECAM Db 1.505 (B' – Y')
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Y', R'-Y', B'-Y' commonly used for analog encoding

Format 1125/60/2:1, 720/60/1:1 525/59.94/2:1, 625/50/2:1, 1250/50/2:1

Y’ 0.2126 R’ + 0.7152 G' + 0.0722 B' 0.299 R’ + 0.587 G' + 0.114 B'

R'-Y' 0.7874 R' – 0.7152 G' – 0.0722 B' 0.701 R' – 0.587 G' – 0.114 B'

B'-Y' –0.2126 R’ – 0.7152 G' + 0.9278 B' –0.299R' – 0.587 G' + 0.886 B'

Y', P'b, P'r analog component 

Format 1125/60/2:1 1920x1080 (SMPTE 274M) 525/59.94/2:1, 625/50/2:1, 1250/50/2:1
(SMPTE 240M) 1280x720 (SMPTE 296M)

Y' 0.212R' + 0.701G' + 0.087B' 0.2126R' + 0.7152G' + 0.0722B' 0.299R' + 0.587G' + 0.114B'

P'b (B'-Y') / 1.826 [0.5 /(1 – 0.0722)] (B'-Y') 0.564 (B'-Y')

P'r (R'-Y') / 1.576 [0.5 /(1 – 0.2126)] (R'-Y') 0.713 (R'-Y')

Y', C'b, C'r, scaled and offset for digital quantization

Format 1920x1080 (SMPTE 274M) 525/59.94/2:1, 625/50/2:1, 1250/50/2:1
1280x720 (SMPTE 296M)

Y' 0.2126 R' + 0.7152 G' + 0.0722 B' 0.299 R' + 0.587 G' + 0.114 B'

C'b 0.5389 (B'-Y') + 350 mV 0.564 (B'-Y') + 350 mV

C'r 0.6350 (R'-Y') + 350 mV 0.713 (R'-Y') + 350 mV

Table 1. Luma and Chroma Video Components.

Table 2. Luma and Chroma Values for Composite Video Encoding.
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Data Stream 1 Y’0 Y’1 Y’2 Y’3 Y’4 Y’5

Data Stream 2 C’b0 C’r0 C’b1 C’r1 C’b2 C’r2

Table 26. Mapping tructure one of the virtual interfaces.

Figure 44. 3 Gb/s SDI data for mapping structure one.

3 Gb/s (SDI) High-Speed Data
SMPTE has standardized the 3 Gb/s format within two documents:
SMPTE 424M discusses the Data Serial Interface and SMPTE
425M describes the Source Image Format Mapping. Table 14
shows the supported mapping structure which is mapped slightly
differently than the Dual Link mapping structure. The SDI signal has
an identical HD structure and contains two virtual interfaces into
which the data is mapped. The definitions of EAV, SAV, Line Count
(LN0,LN1 Table 3), and Checksum (CR0,CR1 Table 4) conform to
the HD-SDI signal standards. 

Mapping Structure One:
Fast Progressive Formats. (Y'C'bC'r 4:2:2 10-bit
@ 60p, 59.94p, 50p)
Data stream one of the virtual interface for a fast progressive format
contains the Y Luma data and data stream two contains the C
chroma information as defined in Table 26. These two virtual 
interfaces are then multiplexed together to form the 10-bit parallel
interface which is then converted into the serial signal as shown 
in Figure 44.
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Figure 47. Mapping structure one for the fast progressive signals.

The Y data of the fast progressive signal is sampled at 148.5MHz or
(148.5/ 1.001)MHz depending on the format. The color difference
signals are sampled at half the clock rate of 74.25MHz or (74.25/
1.001)MHz for each C’b and C’r sample to produce the 4:2:2 
sampling structure. Figure 47 shows how the Y’, C’b and C’r 
samples are combined into the two virtual interfaces. There are 
a total of 1920 (0-1919) samples for the active picture and the
blanking width is changed for the various formats to maintain a 
constant data rate, Table 29 (page 44) shows the samples per line
for the various frame rates.

Level A and level B
Level A within the SMPTE 425M standard defines the specific direct
image format mapping as initially discussed for the fast progressive
format. This mapping structure is different than the Dual Link
SMPTE 372M standard. However, within the SMPTE 425M the 
provision is made to allow for the carriage of a Dual Link signal
mapped into a 3 Gb/s signal and this is defined as Level B. In this
case the data from Link A is mapped into virtual interface one and
Link B information is mapped into virtual interface two. Figure 48
shows how the Dual Link data is mapped into the two virtual 
interfaces of the 3 Gb/s signal. Within the data list display of the
WFM7120, the data mode shows the data of both links A and B 
as transported over the 3 Gb/s interface (Figure 49).

Mapping Structure Two:
4:4:4 R’G’B’/Y’C’bC’r and 4:4:4:4
R’G’B’(A)/Y’C’bC’r(A) 10-bit signals
(30, 29.97, 25, 24, 23.98 Progressive PsF, 60
59.94 and 50 Interlaced)
Mapping structure two supports the carriage of 4:4:4 sampled
R’G’B’ or Y’C’bC’r data and has application for both 1080 and 720
formats. Data stream one carries all of the G’ and R’ samples and
data stream two carries all of the Alpha and B’ samples. Each of 
the channels is sampled at 74.25MHz or 74.25MHz/1.001. In the
case of the YC’bC’r format the G samples are replaced by Y’ 
and the color difference values C’b/C’r are replace the B’/R’ 
samples, respectively. 

Figure 48. Level B mapping structure for Dual Link fast progressive signals in a 

3 Gb/s interface.

Figure 49. Data list display of a fast progressive level B signal.
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Mapping Structure Three:
4:4:4 R’G’B’/Y’C’bC’r 12-bit signals
(30, 29.97, 25, 24, 23.98 Progressive PsF, 
60 59.94 and 50 Interlaced)
4:4:4 X’Y’Z’ 12-bit signals (24 Frames
Progressive, PsF) 
Mapping structure three allows for 12-bit data to be carried within
the SDI transport as either R’G’B’, Y’C’bC’r or X’Y’Z’ formats. The
12-bit data represented as [11:0] has to be mapped into a 10-bit

structure and each 12-bit sample is 
separated into four parts ([11:9],[8:6],
[5:3], [2:0]). Each of these values is then 
combined into a 10-bit word for each of 
the components R’G’B’, Y’C’bC’r or X’Y’Z’
as defined in Table 27. These data words
are then distributed across the two virtual
interfaces and the bits [11:9] and [5:3] 
are carried by virtual interface one. The
remaining data words [8:6] and [2:0] are
carried by virtual interface two as shown 
in Figure 51. In the case of the Y’C’bC’r
format the G’ samples are replaced by Y’
and the color difference values C’b/C’r are
replace the B’/R’ samples, respectively. In
digital cinema application, a different color
space of X’Y’Z’ is used to give a greater
dynamic range to the representation of
color to replicate the color depth available
from film. SMPTE 428 defines the various
parameters of this color space. In the case
of the X’Y’Z’ format the R’ samples are
replaced by X’, the G’ samples are
replaced by Y’ and the B’ samples are 
replaced by Z’.

Each of the channels is sampled at 74.25MHz or 74.25MHz/1.001.
To maintain the constant 3 Gb/s data rate for the various supported
formats the blanking width is changed. Table 29 defines the total
words per line for each of the formats.

Figure 50. (Level A) R’G’B’ mapping structure two.

Figure 51. Level A R’G’B’ mapping structure three.

Bit Number

9 8 7 6 5 4 3 2 1 0
Data Stream 

one first word 
of sample

(a)/(n)

----
B8 R’(a)/(n) [11:9] G’(a)/(n) [11:9] B’(a)/(n) [11:9]

Data Stream 
one second 

word of 
sample (a)/(n)

----
B8 R’(a)/(n) [5:3] G’(a)/(n) [5:3] B’(a)/(n) [5:3]

Data Stream 
two first word 

of sample 
(a)/(n)

----
B8 R’(a)/(n) [8:6] G’(a)/(n) [8:6] B’(a)/(n) [8:6]

Data Stream 
two second 

word of 
sample (a)/(n)

----
B8 R’(a)/(n) [2:0] G’(a)/(n) [2:0] B’(a)/(n) [2:0]

Table 27. 12-Bit mapping structure of R’G’B into the 10-bit virtual interface.
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Mapping Structure Four:
Y’C’bC’r 12-bit signals
(30, 29.97, 25, 24, 23.98 Progressive PsF, 
60 59.94 and 50 Interlaced)
In order to map this 12-bit data into the 10-bit infrastructure of 
the SDI interface, the 12-bit data represented as [11:0] has to be
divided into different words. In mapping structure four, the first half
of the Y’ data bits [11:6] are carried in virtual interface one and the
subsequent Y’ data bits [5:0] are carried in the next packet of the
virtual interface one as shown in Table 21. Figure 52 shows how
the data packets are combined into the two virtual interfaces. The
luma signal (Y’) is sampled at 74.25MHz or 74.25MHz/1.001 and
the chroma channels (C’b/C’r) are sampled at half this rate of
37.125MHz or 37.125MHz/1.001.

Figure 52. Level A Y’C’bC’r mapping structure four.

Bit Number

9 8 7 6 5 4 3 2 1 0
Data Stream 

one first word 
of sample 

(a)/(n)

----
B8

Data Stream 
one second 

word of 
sample (a)/(n)

----
B8

Data Stream 
two first word 

of sample 
(a)/(n)

----
B8

Data Stream 
two second 

word of sample 
(a)/(n)

----
B8

Table 28. 12-bit mapping structure of Y’ C’b C’r into the 10-bit virtual interface.

Reserved

Data Stream 
two third word 

of sample 
(a)/(n)

Data Stream 
two fourth 

word of sample 
(a)/(n)

----
B8

----
B8

Reserved

Reserved

Reserved

Reserved

Reserved

Y’(a)/(n) [11:6]

Y’(a)/(n) [5:0]

C’b (a)/(n) [11:6]

C’b (a)/(n) [5:0]

C’r (a)/(n) [11:6]

C’r (a)/(n) [5:0]

Frame Rate Total Words Total Active Words 
per Line per Line

24 or 23.98 4125 1280

25 3960 1280

30 or 29.97 3300 1280

50 1980 1280

60 or 59.94 1650 1280

24 or 23.98 2750 1920

24 or 23.98 2750 1920

25 2640 1920

30 or 29.97 2200 1920

24 or 24PsF 2750 2048

Table 29. Sampling structure of the video line for the various frame rates. 



One of the advantages of the digital interface
is the ability to embed (multiplex) several
channels of digital audio into the digital
video. This is particularly useful in large 
systems where separate routing of digital
audio becomes a cost consideration and
the assurance that the audio is associated
with the appropriate video is an advantage.
In smaller systems, such as a post produc-
tion suite, it is generally more economical to
maintain separate audio, thus eliminating
the need for numerous multiplexer and
demultiplexer modules. Handling of digital audio is defined in
ANSI/SMPTE Standard 272M, Formatting AES/EBU Audio and
Auxiliary Data into Digital Video Ancillary Data Space, for 525/60
and 625/50 ANSI/SMPTE 259M formats, and in ANSI/SMPTE
299M, 24-Bit Digital Audio Format for HDTV Bit-Serial Interface 
for ANSI/SMPTE 292M formats. 

Two to sixteen AES/EBU audio channels are transmitted in pairs
and combined where appropriate into groups of four channels.
Each group is identified by a unique ancillary data ID. Audio is 
sampled at a video synchronous clock frequency of 48 kHz, 
or optionally at a synchronous or asynchronous rates from 
32 kHz to 48 kHz.

Ancillary data is formatted into packets prior to multiplexing it into
the video data stream as shown in Figure 53. Each data block may
contain up to 255 user data words provided there is enough total
data space available to include the seven (for component video)
words of overhead. For composite digital, only the vertical sync
broad pulses have enough room for the full 255 words. Multiple
data packets may be placed in individual data spaces.

At the beginning of each data packet is a header using word 
values that are excluded for digital video data and reserved for 
synchronizing purposes. For component video, a three-word 
header 000h, 3FFh, 3FFh is used. Each type of data packet is 
identified with a different Data ID word. Several different Data ID
words are defined to organize the various data packets used for
embedded audio. The Data Block Number (DBN) is an optional
counter that can be used to provide sequential order to ancillary
data packets allowing a receiver to determine if data is missing. 
As an example, with embedded audio, an interruption in the DBN
sequence may be used to detect the occurrence of a vertical 
interval switch, thereby allowing the receiver to process the audio
data to remove the likely transient “click” or “pop.” Just prior to the
data is the Data Count word indicating the amount of data in the
packet. Finally, following the data is a checksum that is used to
detect errors in the data packet.

Digital Audio

Figure 53. Ancillary data formatting.
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Embedded audio in 
component digital video
Embedded audio and available options
are defined in ANSI/SMPTE Standard
272M for standard definition and
ANSI/SMPTE 299M for high-definition
studio digital formats. Please refer 
to the most current version of those 
documents. A basic embedded 
audio configuration with two AES 
channel-pairs as the source is shown 
in Figure 54.

The Audio Data Packet contains one or
more audio samples from up to four
audio channels. 23 bits (20 audio bits
plus the C, U, and V bits) from each
AES sub-frame are mapped into three
10-bit video words (X, X+1, X+2) as
shown in Table 30.

Bit-9 is always the inverse of bit-8 to
ensure that none of the excluded word
values (3FFh through 3FCh or 003h

through 000h) are used. The Z-bit is set
to “1” corresponding to the first frame
of the 192-frame AES block. Channels
of embedded audio are essentially 
independent (although they are always
transmitted in pairs) so the Z-bit is set
to a “1” in each channel even if derived
from the same AES source. C, U, and V
bits are mapped from the AES signal;
however, the parity bit is not the AES
parity bit. Bit-8 in word X+2 is even 
parity for bits 0-8 in all three words.

There are several restrictions regarding distribution of the audio
data packets although there is a “grandfather clause” in the 
standard to account for older equipment that may not observe 
all the restrictions. Audio data packets are not transmitted in the
horizontal ancillary data space following the normal vertical interval
switch as defined in RP 168. They are also not transmitted in the
ancillary data space designated for error detection checkwords
defined in RP 165. Taking into account these restrictions, data
should be distributed as evenly as possible throughout the video
field. This is important to minimize receiver buffer size for 
transmitting 24-bit audio in composite digital systems. This 
results in either three or four audio samples in each audio 
data packet.

Bit X X + 1 X + 2

b9 not b8 not b8 not b8

b8 AUD 5 AUD 14 Parity

b7 AUD 4 AUD 13 C

b6 AUD 3 AUD 12 U

b5 AUD 2 AUD 11 V

b4 AUD 1 AUD 10 AUD 19 (msb)

b3 AUD 0 AUD 9 AUD 18

b2 ch bit-1 AUD 8 AUD 17

b1 ch bit-2 AUD 7 AUD 16

B0 Z-bit AUD 6 AUD 15

Figure 54. Basic embedded audio.

Table 30. Embedded Audio Bit Distribution.
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Extended embedded audio
Full-featured embedded audio is defined
in the aforementioned standards 
to include:

Carrying the 4 AES auxiliary bits
(which may be used to extend the
audio samples to 24-bit)

Allowing non-synchronous 
clock operation

Allowing sampling other than 48 kHz

Providing audio-to-video delay 
information for each channel

Documenting Data IDs to allow up to
16 channels of audio in component
digital systems

Counting “audio frames” for 525 
line systems

To provide these features, two additional data
packets are defined. Extended Data Packets
carry the 4 AES auxiliary bits 
formatted such that one video word 
contains the auxiliary data for two audio 
samples (Figure 55).

Extended data packets must be located in 
the same ancillary data space as the 
associated audio data packets and must 
follow the audio data packets.

The Audio Control Packet (shown in Figure
56) is transmitted once per field in the 
second horizontal ancillary data space after
the vertical interval switch point. It contains
information on audio frame number, sampling
frequency, active channels, and relative 
audio-to-video delay of each channel.
Transmission of audio control packets is
optional for 48 kHz synchronous operation and required for all
other modes of operation (since it contains the information as to
what mode is being used).

Audio frame numbers are an artifact of 525 line, 29.97 frame/
second operation. There are exactly 8008 audio samples in five
frames, which means there is a non-integer number of samples 
per frame. An audio frame sequence is the number of frames for 
an integer number of samples (in this case five) and the audio
frame number indicates where in the sequence a particular frame
belongs. This is important when switching between sources

because certain equipment, most notably digital video recorders,
require consistent synchronous operation to prevent buffer
over/under flow. Where frequent switching is planned, receiving
equipment can be designed to add or drop a sample following a
switch in the four out of five cases where the sequence is broken.
The challenge in such a system is to detect that a switch has
occurred. This can be facilitated by use of the data block number
in the ancillary data format structure and by including an optional
frame counter with the unused bits in the audio frame number
word of the audio control packet.

Figure 56. Audio control packet formatting.

Figure 55. Extended embedded audio.



A Guide to Standard and High-Definition Digital Video Measurements
Primer

48 www.tektronix.com/video_audio

Audio delay information contained in the audio control packet uses
a default channel-pair mode. That is, delay-A (DELA0-2) is for both
channel 1 and channel 2 unless the delay for channel 2 is not equal
to channel 1. In that case, the delay for channel 2 is located in
delay-C. Sampling frequency must be the same for each channel in
a pair, hence the data in “ACT” provides only two values, one for
channels 1 and 2 and the other for channels 3 and 4.

In order to provide for up to 16 channels of audio in component
digital systems, the embedded audio is divided into audio groups
corresponding to the basic four-channel operation. Each of the
three data packet types are assigned four data IDs as shown in
Table 31.

In component digital video, the receiver buffer in an audio 
demultiplexer is not a critical issue since there's much ancillary 
data space available and few lines excluding audio ancillary data.
The case is considerably different for composite digital video due 
to the exclusion of data in equalizing pulses and, even more impor-
tant, the data packet distribution required for extended audio. For
this reason the standard requires a receiver buffer of 64 samples
per channel with a grandfather clause of 48 samples per channel to
warn designers of the limitations in older equipment.

Systemizing AES/EBU audio 
Serial digital video and audio are becoming commonplace in 
production and post-production facilities as well as television 
stations. In many cases, the video and audio are married sources;
and it may be desirable to keep them together and treat them as
one data stream. This has, for one example, the advantage of
being able to keep the signals in the digital domain and switch
them together with a serial digital video routing switcher. In the
occasional instances where it’s desirable to break away some of
the audio sources, the digital audio can be demultiplexed and
switched separately via an AES/EBU digital audio routing switcher.

At the receiving end, after the multiplexed audio has passed
through a serial digital routing switcher, it may be necessary to
extract the audio from the video so that editing, audio sweetening,
or other processing can be accomplished. This requires a 
demultiplexer that strips off the AES/EBU audio from the serial 
digital video. The output of a typical demultiplexer has a serial 
digital video BNC as well as connectors for the two-stereo-pair
AES/EBU digital audio signals.

Audio Audio Data Extended Audio Control
Channels Packet Data Packet Packet

Group 1 1-4 2FFh 1FEh 1EFh

Group 2 5-8 1FDh 2FCh 2EEh

Group 3 9-12 1FBh 2FAh 2EDh

Group 4 13-16 2F9h 1F8h 1ECh

Table 31. Data Identifiers for up to 16-Channel Operation of SD embedded audio. 
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Basic HD embedded audio 
There are some similarities and several 
differences in the implementation of
AES/EBU within an HD environment.
The formatting of the ancillary data
packets is the same between SD and
HD. The information contained within
the user data is different because the
full 24 bits of audio data are sent as a
group and not split-up into 20 bits of
audio data and an extended packet 
containing the 4 auxiliary bits. Therefore, 
the total number of bits used in HD is
29 bits (compared with 23 bits in SD),
the 24 bits of audio data are placed in
4 ancillary data words along with C, V,
U and Z-bit flag. Additionally, the CLK
and ECC words are added to the pack-
et as shown in Figure 57. Since the full
24 bits of audio data are carried within
the user data there is no extended data
packet used within HD.

Conformance to the ancillary data packet structure means that
the Ancillary Data Flag (ADF) has a three-word value of
000h,3FFh, 3FFh, as SMPTE 291M. The one-word DID (Data
Identification) have the following values to identify the appropriate
group of audio data as shown in Table 32. DBN is a one-word
value for data block number and DC is a one-word data count
which is always 218h. The User Data Words (UDW) always 
contains 24 words of data and is structured as shown in Figure
57. The first two words, UDW0 and UDW1 are used for audio
clock phase data and provide a means to regenerate the audio
sampling clock. The data within these two words provides a count
of the number of video clocks between the first word of EAV and
the video sample corresponding to the audio sample.

Audio Audio Data Audio Control
Channels Packet Packet

Group 1 1-4 2E7h 1E3h

Group 2 5-8 1E6h 2E2h

Group 3 9-12 1E5h 2E1h

Group 4 13-16 2E4h 1E0h

Figure 57. Structure of HD audio data packet.

Table 32. Data Identifiers for up to 16-Channel Operation of HD embedded audio. 
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Each audio data subframe is distributed across 4 UDW samples
as described in Table 33.

Note that the full preamble data is not carried within the 4 words,
only a reference to the start of the 192 frame by use of the Z-bit
indicator. Also, the parity bit is that used within the 32-bit sub-
frame unlike standard definition. 

The Error Correction Codes (ECC) is a set of 6 words that are
used to detect errors within the first 24 words from ADF to
UDW17. The value is calculated by applying the 8 bits of data 
B0-B7 of the 24 words through a BCH code information circuit
that produces the 6 words of the ECC (Error Correction Code.)

The ancillary data information is multiplexed within the color 
difference Cb/Cr data space only. Unlike the standard definition
structure which applies the ancillary audio data across CbYCrY*,
the Y data space is only used for the audio control packet that
occurs once per field and is placed on the second line after the
switching point of the Y data. No ancillary data is placed within
the signal on the line subsequent to the switching point. The
switching point location is dependent on the format of the high-
definition signals, for example in the 1125/60 system no ancillary
data is put on line 8.

Bit UDW2 UDW3 UDW4 UDW5

B9 NOT B8 NOT B8 NOT B8 NOT B8

B8 EVEN PARITY EVEN PARITY EVEN PARITY EVEN PARITY

B7 AUD1 3 AUD 111 AUD 119 P1

B6 AUD1 2 AUD 110 AUD 118 C1

B5 AUD1 1 AUD 1 9 AUD 1 17 U1

B4 AUD1 0 AUD 18 AUD 116 V1

B3 Z AUD1 7 AUD1 15 AUD1 23 (MSB)

B2 0 AUD1 6 AUD1 14 AUD1 22

B1 0 AUD1 5 AUD1 13 AUD1 21

B0 0 AUD1 4 AUD1 12 AUD1 20

Bit UDW6 UDW7 UDW8 UDW9

B9 NOT B8 NOT B8 NOT B8 NOT B8

B8 EVEN PARITY EVEN PARITY EVEN PARITY EVEN PARITY

B7 AUD2 3 AUD 2 11 AUD 219 P2

B6 AUD2 2 AUD 2 10 AUD 218 C2

B5 AUD2 1 AUD 2 9 AUD 2 17 U

B4 AUD2 0 AUD 2 8 AUD216 V2

B3 0 AUD2 7 AUD2 15 AUD2 23 (MSB)

B2 0 AUD2 6 AUD2 14 AUD2 22

B1 0 AUD2 5 AUD2 13 AUD2 21

B0 0 AUD2 4 AUD2 12 AUD2 20

Bit UDW10 UDW11 UDW12 UDW13

B9 NOT B8 NOT B8 NOT B8 NOT B8

B8 EVEN PARITY EVEN PARITY EVEN PARITY EVEN PARITY

B7 AUD3 3 AUD 311 AUD 319 P3

B6 AUD3 2 AUD 310 AUD 318 C3

B5 AUD3 1 AUD 3 9 AUD 3 17 U3

B4 AUD3 0 AUD 38 AUD 316 V3

B3 Z AUD3 7 AUD3 15 AUD3 23 (MSB)

B2 0 AUD3 6 AUD3 14 AUD3 22

B1 0 AUD3 5 AUD3 13 AUD3 21

B0 0 AUD3 4 AUD3 12 AUD3 20

Bit UDW14 UDW15 UDW16 UDW17

B9 NOT B8 NOT B8 NOT B8 NOT B8

B8 EVEN PARITY EVEN PARITY EVEN PARITY EVEN PARITY

B7 AUD4 3 AUD 4 11 AUD 419 P4

B6 AUD4 2 AUD 410 AUD 418 C4

B5 AUD4 1 AUD 4 9 AUD 4 17 U4

B4 AUD4 0 AUD 4 8 AUD416 V4

B3 0 AUD4 7 AUD4 15 AUD2 23 (MSB)

B2 0 AUD4 6 AUD4 14 AUD4 22

B1 0 AUD4 5 AUD4 13 AUD4 21

B0 0 AUD4 4 AUD4 12 AUD4 20

Table 33. Bit Assignment of audio data.
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Audio control packet
The audio control packet carries additional information used in the
process of decoding the audio data and has a similar structure 
to standard definition. Its structure is shown in Figure 58 and 
contains the following information. The Ancillary Data Flag has a 
three-word value of 000h, 3FFh, 3FFh. The one-word DID has the 
following values to identify the appropriate group of audio data 
as shown in Table 31 & 32. DBN is always 200h and DC is always
10Bh. The UDW contains 11 words of data structured into five 
different types of data. The Audio Frame (AF) number data 
provides a sequential number of video frames to assist in 
indicating the position of the audio samples when using a non-
integer number of audio samples per frame. The one-word 
value RATE indicates the sampling rate of the audio data and
whether the data is synchronous or asynchronous. The ACT word
indicates the number of active channels within the group. DELm-n

indicates the amount of accumulated audio processing delay 
relative to video measured in audio sample intervals for each
channel pair 1&2 and 3&4. Figure 59 shows the decode audio
control packet display on the WVR series. This provides decoded
information on the audio control packet data.

This is a slightly different format than that used in standard 
definition. The two-word value RSRV is reserved for future use at
this time.

Figure 58. Structure of audio control packet.

Figure 59. Audio Control Packet Display.
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How to monitor multi-channel audio
Audio monitor has typically been done by monitoring the audio 
levels of the signal and ensuring they remain within reasonable 
limits. When stereo was introduced the need to monitor the 
interaction between the channels became important to ensure 
a correctly balanced stereo image. The phase (Lissajous) display 
is used to monitor the interaction of the two channels. (The Audio
Monitoring application note 21W-16463-01 provides detail on how
to use the Lissajous display.)

The development of multi-channel, surround sound audio 
technology has greatly enhanced the viewing experience. Surround-
sound technology has emerged within digital television and digital
video technologies to create the home theater experience. The
combination of enhanced picture quality and surround sound gives
viewers a sense of total immersion and complete involvement in 
the program. 

In audio production, a visual representation of the sound image
complements the auditory experience, helping audio engineers 
create the desired audio mix or more precisely adjust the audio
content in post production. In broadcast facilities, such a visual 
display helps operators notice problems in multi-channel audio
content more quickly and assist engineering in rapidly isolating 
the problem.

Audio channels in 5.1 surround sound 
For several years, the film industry has used a multi-channel audio
system as a standard format for cinema-based audio. Increasingly,
to reproduce this surround sound experience in the home and 
give consumers a more cinematic effect, 5.1 multi-channel audio
has replaced stereo in home entertainment systems. DVDs 
typically have 5.1 audio, and the television industry has started
distributing and broadcasting this audio format in DTV systems. 
In conventional use, a 5.1 multi-channel audio system does not 
try to locate sound at precise, arbitrary locations. Rather, the 
different channels have particular roles (see Figure 60). 

– The left (L) and right (R) channels drive the speaker pair in front 
of the listener (the mains) and carry most of the music. They 
typically operate like a stereo system. 

– The center (C) channel primarily carries dialog and drives a 
speaker positioned in front of the listener and between 
the mains. 

– The left surround (Ls) and right surround (Rs) channels drive 
the left and right speaker pair placed to the side or behind the 
listener (the "surrounds"). They typically handle sound effects or 
ambient sounds that create the aural illusion of a particular 
environment or space. 

– The low frequency effects (LFE) channel delivers low-frequency 
special effects, e.g. explosions, and drives a higher power, 
restricted frequency speaker (a subwoofer), typically positioned 
in front of the listener. 

The L, R, C, Ls, and Rs channels form the “5” part of 5.1 multi-
channel audio. They create the overall surround sound experience
and handle the dialog and many special effects. They also exploit
the sound localization characteristics of the auditory system to
create appropriately located phantom sound sources. Below 
150 Hz, the sound localization cues become much less effective.
The LFE channel (the ‘.1’ in 5.1 audio) has a relatively restricted role
in creating these dramatic, non-localized effects.

Although the speaker device is called a Subwoofer, in a surround
sound system it is referred to as a Low Frequency Effects channel
because, depending on the size of the speaker system being used
by the viewer, the LFE will have different responses. For instance a
system with small satellite speakers will not have enough response
to provide all the bass sounds and in this case these sounds can
be directed to the LFE channel. In the other case of large speakers
in the room, they have more dynamic range to allow them to carry
the lower frequency response of the bass sounds and there is less
need to direct them to the LFE channel.

Figure 60. Multi-Channel Surround Sound Speaker Placement.
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Continuing extensions to the multi-channel audio system add 
further channels to the configuration. Systems are now being used
which are 6.1 or 7.1 channel systems. In 6.1 channel audio, an
additional speaker is added to provide a mono back surround
channel. In 7.1 audio systems two speakers are used to carrier
the mono back surround channel to the Left Rear Surround (Lb)
and a Right Rear Surround (Rb). Additionally, it may be necessary
to monitor the down-mix of the multi-channel audio to a stereo
pair. This can be denoted as Lo-Ro for a standard stereo mix or as
Lt (Left-total) - Rt (Right-total) for a stereo down-mix which is
Dolby Pro-Logic™ encoded.

The surround sound display1

The surround sound display associates an audio level with each of
the five primary channels in a 5.1 audio system by determining the
channel’s RMS signal level. It can compute an un-weighted RMS
value or can apply a filter that produces a frequency-weighted
RMS value. Applying this A-weighting filter adjusts for the 
frequency response of the human auditory system and yields 
an audio level value that better approximates the perceived 
loudness of the audio signal. 

The display shows the audio level in the L, R, Ls, and Rs channels
on four scales originating from the display center and oriented
toward the display corners. The upper left, upper right, lower left,
and lower right corners of the display correspond to a 0 dB level 
in the L, R, Ls and Rs channels, respectively. The display center
represents -65 dBFS. As the signal level in a channel increases,
the cyan-colored level indicator lengthens from the center towards
the display corner for that channel. Each scale has marks at 
10 dB intervals, with a mark at the user defined test alignment
level, typically defined at -20d BFS or -18 dBFS. 

The display connects the ends of the audio level indicators to form
a polygon called the Total Volume Indicator (TVI). The TVI indicates
the level balance among the main and surround channels and
gives an indication of the total surround sound balance. The TVI
indicates the amount of correlation between signals in adjacent
channels using the following conventions.

– A straight line connecting the level indicators of two adjacent 
channels indicates that these channels have uncorrelated 
signals, i.e., a correlation value of 0.0.

– As the correlation between the two signals increases toward 
+1.0, the line connecting the level indicators bends outward, 
away from the center and towards the potential phantom 
sound source.

– As the signals move towards an out-of-phase condition, i.e., 
correlation values approach -1.0, the line bends inwards, 
towards the center, indicating the destructive interference 
and reduction in total sound volume associated with out-of-
phase signals.

Figure 61 shows audio test signals applied to each of the inputs 
of the L, R, Ls and Rs channels. This forms an octagon shape if
the signals have the same amplitude and frequency and so the
operator can quickly see if the channels are correctly aligned.

The center channel has a special role in a surround sound system.
The surround sound display handles this channel differently. The
display indicates the center channel audio level as a yellow vertical
line positioned between the left and right channel audio level 
indicators. The display forms a Center Volume Indicator (CVI) 
by connecting the ends of the L and C level indicators and the
ends of the C and R level indicators. The TVI and CVI operate 

Figure 61. Surround Sound Display with test tones for L, R, Ls and Rs.

1 Audio Surround Sound Display licensed from Radio-Technische Werkstätten GmbH & Co. KG (RTW) of Cologne, Germany.
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Phantom Source Indicators (PSIs) positioned around the perimeter
of the display offer additional help in visualizing sound localization.
Four PSIs placed on each side of the display indicate the nature 
of potential phantom sound sources formed by the L/R, L/Ls,
Ls/Rs, and R/Rs adjacent channel pairs. These four PSIs operate
in the same manner. Each PSI consists of a white tic mark, called
the phantom source location pointer, which indicates the location
of a potential phantom sound source. A variable length line
extending on both sides of this location pointer indicates the 
listener’s ability to localize this source. If the signals in an adjacent
channel pair have a +1 correlation, they create a phantom sound
source in a precise location between the two speakers. The 
phantom source location pointer appears on the side associated
with the adjacent channel pair.

The position of the white tic mark depends on the level relation-
ship between the signals in the adjacent channel. A decrease in
correlation between signals in an adjacent channel pair introduces
some uncertainty in the location of the associated phantom 
sound source.

To indicate this, the PSI becomes a variable-length line extending
from the white tic mark toward the display corners associated with
the channel pair. As an additional visual aid, the line changes color
as the correlation value crosses different threshold values. 

For signal correlations above 0.9, the PSI is a very short white line,
indicating a highly localized phantom sound source. For correlation
values below 0.9, the line becomes green. It continues to lengthen
on each side of the phantom source location pointer as the corre-
lation decreases, indicating increasing uncertainty in the location 
of the phantom sound source. Once the line reaches a display
corner, it will no longer lengthen with decreasing signal correlation.
The location pointer remains in the position determined by the
level balance between the adjacent channels. Consequently,
unless the mark falls at the midpoint of a side, one end of the 
line will stop lengthening before the other.

For signal correlations below 0.2, the line turns yellow. When the
signals become fully uncorrelated, i.e., the correlation value equals
0, the line will span the entire side of the display. This indicates
that these adjacent channels will create a diffuse, ambient sound
perception. Although the channel pair does not create a phantom 

sound source, the white tic mark still indicates the level balance
between the channels. A further decrease in the signal correlation
towards a -1 value does not change the length of the PSI or the
position of the phantom source location pointer. The PSI will
change color to red if the correlation falls below -0.3, indicating 
a possibly undesirable out-of-phase condition.

Figure 62 shows a live signal with dominate sound from the center
channel compared to left and right channel. The L-R L-Ls and 
R-Rs have straight lines connecting them, indicating uncorrelated
signal between the channels. There is a slight dominance in the
sound between the front L-R and the surround channels Ls-Rs 
as shown by the stretching of the polygon shape. Also, the white
tic marks on each side of the surround sound display indicate that
L and R front speakers are currently carrying the more dominant
sound. The connection line between the Ls and Rs channels 
is bending outwards and the PSI is a white tic mark between 
the channels indicating that these channels are correlated and
identical. The surround sound display is an intuitive interface to
show the interaction between the multiple channels in a surround
sound system.

Figure 62. Surround Sound Display with live audio signal.



A Guide to Standard and High-Definition Digital Video Measurements
Primer

55www.tektronix.com/video_audio

Ancillary Data 
Today a variety of ancillary data can be carried within the blanking
interval. The addition of this ancillary data to the SDI signal allows
for the same transport to carry associated data with the video 
signal and this data can be synchronized to the video. This ancillary
data allows for the carriage of up to 16 channels of embedded
audio in HD-SDI and up to 32 channels in Dual Link and 3 Gb/s
formats. Additional metadata can be carried within the stream that
provides additional information associated with the video or audio
signals such as the Video Payload Identification, or Timecode. 

SMPTE 291M defines the process for the format and location of
this ancillary data within the SDI signal. There are two defined types
of ancillary data as shown in Figure 63.

The Ancillary Data Flag (ADF) is used to identify the start of the
ancillary data packet and uses the codeword 000h, 3FFh, 3FFh.
This is the reverse of the code words used for EAV and SAV data.
A Data Identification word (DID) is used to signify the type of data
being carried so that equipment can quickly identify the type of
data present within the signal.

For type 1 ancillary data, the Data Block Number (DBN) signifies
the count of this particular data series. For instance, this packet
has a DBN of 12 then the next packet should have a DBN of 13,
otherwise a data packet has been lost. This type 1 structure is
used for embedded audio packets.

For the type 2 ancillary data there is a Secondary Data ID (SDID),
which replaces the DBN that provides a wider range of allowed 
values and can be used for a series of data to be grouped, for
instance, the Dolby Vertical Ancillary (VANC) data has a series of
SDID to identify the audio channels the data is associated with.

Figure 63. Ancillary data types 1 and 2.
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The Data Count (DC) provides information on the number of User
Data Words (UDW) within this ancillary data packet. The amount of
user data that can be contained within the ancillary data packets is
variable up to a maximum of 255 words. Finally, a Checksum is
added to ensure the integrity of the data packet.

By using the data list display of the WFM7120, the user can look
through the data display to find the ancillary data packets which
are identified by the Ancillary Data Flag 000h, 3FFh, 3FFh. In this
case, following the ADF are the values 241h and 101h that indicate
this is an SMPTE 352M Video Payload Identification. There are a
wide variety of ancillary data packets each with a unique DID and
SDID (for type 2). SMPTE RP291 provides information on each of
these Identifiers in use. Table 34 shows the values for type 1 and
Table 35 shows the values for type 2.

Figure 64. Data list display of the WFM7120 showing the ancillary data of a 
SMPTE352M packet.

Standard Description DID Location

S291M Undefined Data 00h (200h) -

S291M Packet Marked 80h (180h) -
for Deletion

S291M Start packet 88h (288h) -

S291M End Packet 84h (284h) -

RP165 Error Detection F4h (1F4h) VANC
Handling

S272M SD Group 1 FFh (2FFh) HANC
Audio Data Packet

S272M SD Group 2 Audio FDh (1FDh) HANC
Data Packet

S272M SD Group 3 FBh (1FBh) HANC
Audio Data Packet

S272M SD Group 4 F9h (2F9h) HANC
Audio Data Packet

S272M SD Group 1 FEh (1FEh) HANC
Extended Audio 

Data Packet

S272M SD Group 2 FCh (2FCh) HANC
Extended Audio 

Data Packet

S272M SD Group 3 FAh (2FAh) HANC
Extended Audio

Data Packet

S272M SD Group 4 F8h (1F8h) HANC
Extended Audio

Data Packet

S272M SD Group 1 Audio EFh (1EFh) HANC
Control Packet

S272M SD Group 2 Audio EEh (2EEh) HANC
Control Packet

S272M SD Group 3 Audio EDh (2EDh) HANC
Control Packet

S272M SD Group 4 Audio ECh (1ECh) HANC
Control Packet

S299M HD Group 1 Audio E7h (2E7h) HANC
Data Packet

S299M HD Group 2 Audio E6h (1E6h) HANC
Data Packet

S299M HD Group 3 Audio E5h (1E5h) HANC
Data Packet

S299M HD Group 4 Audio E4h (2E4h) HANC
Data Packet

S299M HD Group 1 E3h (1E3h) HANC
Audio Control Packet

S299M HD Group 2 E2h (2E2h) HANC
Audio Control Packet

S299M HD Group 3 E1h (2E1h) HANC
Audio Control Packet

S299M HD Group 4 E0h (1E0h) HANC
Audio Control Packet

S315M Camera Position F0h (2F0h) HANC or VANC
Information

Table 34. Ancillary identification codes for type 1.


