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Telestream Contact
Information

To obtain product information, technical support, or provide comments on this guide,
contact us using our web site, email, or phone number as listed below.

Resource

Contact Information

Kumulate Technical
Support

Web Site:

https://www.telestream.net/telestream-support/kumulate/
support.htm

Support Email: cmsupport@telestream.net

Phone (USA): (888) 827-3139

Phone (International): +1 (905) 946-5701

Depending on your support contract and problem severity, we

will respond to your request within 1-2 business hours.

« Standard Support hours for customers are Monday - Friday,
9am to 5pm local time.

« Gold Support hours for customers are 24/7.

Telestream, LLC

Web Site: www.telestream.net
Sales and Marketing Email: info@telestream.net

Telestream, LLC
848 Gold Flat Road, Suite 1
Nevada City, CA USA 95959

International

Web Site: www.telestream.net

Distributor See the Telestream Web site for your regional authorized
Support Telestream distributor.
Telestream Email: techwriter@telestream.net

Technical Writers

Share comments about this or other Telestream documents.
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Overview

This book gives a basic understanding of system functionality and detailed instructions
for configuring Kumulate 3.0. It guides System Administrators through initial Kumulate
system configuration, daily operations, and routine maintenance.

m Overview
m New Terminology
m System Requirements

m New Features and Functionality
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Overview

Overview

Kumulate is a Content Application enabling locating and working with videos remotely,
from any computer on your network. Administrators monitor and maintain the system
and user accounts with minimal effort from anywhere they have access to your
network.

You access Kumulate through a web browser using the HTTPS protocol. Some of the
advantages of a web-based interface include:

* No client software installation required

» A browser-based Content Application can be accessed from anywhere on the net-
work

» No client application configuration is necessary

* No client updates are required

Using Kumulate you can:
» Search for video clips by file name, date, category, and format
» Define metadata fields that support search

» Use advanced search operations to hone searches for specific criteria. For example,
you can search for video clips of farm animals in the United States, but not in
Nebraska or Kansas.

» Review located clips using the built-in media player

o Extract selected frames, add them to a list of related clips, forward them to editing
applications, or arrange them for distribution

» Administrators can assign a default set of pinned metadata fields

Kumulate Administration Guide telestream
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New Terminology

The following terminology has been updated to reflect standardization efforts across
all Kumulate and DIVA applications. There will be some variations in the documentation
compared to the interface until everything is switched over to the new terminology;
the documentation uses the new terms wherever possible.

Storage Location is now called Unmanaged Storage Repository
Archive Location is now called Managed Storage Repository
Federation is now called Multi-Site Federation

Asset is now called Object

Instance is now called Rendition

System Requirements

The following system requirements must be up to date before installing or using
Kumulate 3.0:

SPTI must be installed on the Kumulate Server host.

MMP users that require searching by object alias (object name) need to set Use
Alias on MMP query to YES.

MTE (formerly HQS) version 2.0.0 is required for full functionality. When using MTE/
HQS, ensure that the Kumulate XMTI ML partial restore supported formats field has
been updated to include MXF and QT

Avid Interplay must be configured through Interplay Web Services.

Harmonic Spectrum Family (formerly Omneon Spectrum and Media Deck) firm-
ware is supported up to version 8.3 on 64bit Kumulate systems.

Grass Valley K2 is supported up to version 3.2.74 build 1060.

Support is available for T10KC drives in Oracle StorageTek libraries. Backward com-
patibility is preserved for T9840A, T9840B, T9840C, T9940A, T9940B, and T10000A
drives.

Kumulate Administration Guide telestream
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New Features and Functionality

The following new features and functionality were introduced in Kumulate release 3.0.
Refer to the Kumulate 3.0 Release Notes for additional fixes applied to this release.

Prioritizing Search Results

Kumulate release 3.0 includes the ability to prioritize search results that contain the
searched text in specific metadata. A new Object Definition page is added where users
can configure the Boost Factor value for any asset, instance or attachment metadata.
This means that if the searched text is found in the metadata, the results will appear
before others in a Relevance priority order.

Overview
New Features and Functionality

See Prioritizing Search Results in Specific Metadata for detailed information.

Updates and Fixes

Kumulate 3.0 includes the following fixes:

Jiralssue

Description

Notes

KUM-10636

Update backend code to work with
new Postgres Database.

The main Oracle Database was
replaced with Postgres Database.

KUM-10639

Integrate empty database into
Liquibase.

An empty Kumulate Database is
automatically created at runtime
if no older database is detected. It
is no longer required to import
an empty database for new
installations.

KUM-11001

Add ability to delete an instance
using the REST API.

DELETE /assetInstances/{id}

KUM-10939

Allow the createlnstance com-
mand to create an instance in the
Disk Archive Location (XMMPI, Rest
API).

KUM-3487

Rest API - Update Instance Meta-
data.

PATCH /assetinstances/{id}

KUM-10933

Add information if a tape is LTFS or
not in new Locations page.

KUM-10685

Set the initial focus to the most rele-
vant input control from each page.

Kumulate Administration Guide
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New Features and Functionality

Jiralssue

Description

Notes

KUM-10925

Support URLs in Free and Large
Text metadata.

KUM-10932

System Administrator should be
able to delete a tape from a media
library like in the Administration
pages.

KUM-10820

Add ability to prioritize the search
results that contain the searched
text in the Asset Name and Title.

Add ability to prioritize the
search results that contains the
searched text in specific meta-
data.docx. See Prioritizing Search
Results in Specific Metadata for
details.

Kumulate Administration Guide
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Cluster Configuration and
Failover

In a clustered configuration, two Kumulate servers are connected to each other to
ensure redundancy and continuation of business. The two clustered servers operate as
a Master and Backup. Services are installed on both servers, but only run on the Master
server. During failover, services are shut down on the Master and restarted on the
Backup.

Kumulate cluster services are managed using the Windows Failover Cluster Manager.
Services can be failed over either from the Kumulate Web Interface, or from the Master
or Backup server using Windows Failover Cluster Manager.
This chapter includes the following information:

m Failover using the Web Interface

m Windows Failover Cluster Manager

m Cluster Internal DataMover

) ~
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Failover using the Web Interface

Failover using the Web Interface

Use the following procedures to failover Kumulate to or from the Master Server:
1. Open the Kumulate web interface in your browser and log into the system.
2. Select System in the right frame of the Kumulate interface.
= kumulite o

STANDBY O
EXTRATEASE 15
SHOW# 21052
1)1

SYSTEN -
5628-ONLINE-VEN gabi_spera_sa_me.. 3 B172-6REECE-POL.

3. Select Administration.

= kumuste [8)/8]/=] (TR A s

STATUS G ADMINISTRATION ELASTICSEARCH CLUSTERS ADOBE SETTINGS

4. Select DRAC Control> Cluster Information.
< DRAC Control~
Data Mowver Information
Transfer Engine Information
Transcode Engine Information gt

Cluster Information @

5. The Master and Backup servers will be listed in the information as shown in the
following figure.

Cluster Information

e

6. Click the Play button next to the Backup Server Name to trigger the failover.

) ~
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Failover using the Web Interface

7. Click OK when the confirmation dialog appears.
Validation Confirmation

@ Are you sure you want to make this node a Master?

8. Kumulate will be unavailable after clicking the OK button. It will remain unavailable

until all services have been failed over. The failover process takes approximately
three minutes.

9. Reload the web page. When Kumulate comes back online the server roles will be
reversed and the failover is complete.

ions Cluster Member 1D Status  Station User
0 o elm_IRONMAN Backup IRONMAN ousr_IRONMAN
0O © n_tronrsr Master TRONFIST usr_IRONFIST

Kumulate Administration Guide
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Windows Failover Cluster Manager

Windows Failover Cluster Manager

Use the following procedure to failover services from the Windows Failover Cluster
Manager.

1. Log in to either the Master or Backup server and open Windows Failover Cluster

]
| e ction Verw . Help
les nlr B
] Faslover Chaiter Manager Actions
+ 'L%urnv:;l:nnnr_hh:ml s e vk =Bl | Rotes. .
3 Moder Mame = S T Ovrar Mode B5 Configure Rolk...
¥ i Terage B M5 Service (#) Furring Other fonkan Wirtunl Machines...
1 Birtwntks B oo e
[ Custer bvents B Creste Epty Rate
View
i Refresh
H =l
£ ] 5 § Gawet Ruin
=3 i opRole
NN ) M Seem Fridemnd Corws: vt | | op paowe +
e o W Change Starsup Priority |
B infeemation Dwiads
Floles: i
L Apachs Temeat B0 Temeald () Grine [ Show Crtical Baents
| posigrmsgaii a4 () Orine & add Denge
Soge B Add Resgurce »
% Ji Cuter Lk 2 (&) Cvine BY More Actions ¥
Ak Plmcanoms W Remoe
% P Addees 052 () Orine S Pioperies
Help
< -
Gumemary| Fessuscen

2. Right-click the cluster service named either MS_Services or MS_Service.
3. Select Move > Node.

Kumulate Administration Guide

Roles (1)
el ~
Mame a Status Tyvpe Cwner Mode
% ME e LR Cther IranMan
L% | Start Role
1% | Stop Role
|@ Mawve » @ Best Possible Nade
(%) | Change Startup Priority 3 |@ elect Node.. .
[y
a Information Details...
ixi] | Show Critical Events
£
[ & | Add Storage
*
- ? i5F | Add Resource R s |
Maore Actions [
MName x Frarmee Status
Roles El - B
rt
e (&N Cinlina
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Cluster Configuration and Failover
Windows Failover Cluster Manager

4, Select the Backup Server from the node list.

Mowve Clustered Role -
Select the destination nede for moving 'MS_Service” from
‘Ironhan’.
Look for:

Cluster nodes:

Mame Status

@ Up

| & ironFist

Cal

ncel

5. Click OK to take the services offline.

~ Prefemed Cwners:  Any node
Mame Status
Roles
=1 Apache Tomeat 8.0 Tomcat8 g Offline Pendi_
|z, postgresglx64-3.4 @ Online
Storage
& Cluster Disk 2 (#®) Orline
Other Resources
=% IP Address: 10.15.2 (®) Offine
<| m | >

6. Kumulate will be unavailable while the

services are moved between nodes. The

failover should take approximately three minutes.

7. Wait until the services are running on t
access Kumulate.

he Backup server before attempting to

Roles (1)

Seancfr el Queries w» [[fd ™| o~
Mame = Status Type Crwner Mode

55 MS_Service (#) Running Cther Iron Fist

< | m

< [ 1] | >
- %} MS_Service Prefered Owners:  Anw node
MName Status
Roles
== Apache Tomcat 8.0 Tomcat8 @ Online
|i5% postgresqglxcE4-5.4 @ Online
Storage
2 Cluster Disk 2 (@) Online
Other Resources
=™ IP Address: 10.1.5.2 () Online

| Summary | Resources

Kumulate Administration Guide

7~
telestream

19



Cluster Configuration and Failover | 20
Windows Failover Cluster Manager

8. After the services are running, log into the Kumulate web interface and navigate
back to the Cluster Information page. The backup server will now be the master.

ions Cluster Member ID Status  Station User
0 O cr_ssoma

Backup IRONMAN ousr_IRONMAN
@ m ¢lm_IRONFIST Master IRONFIST ousr_TRONFIST
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Cluster Internal DataMover

Cluster Internal DataMover

DataMovers on both the Master and Backup servers are operational in a cluster.
However, only the DataMover on the Master acts as the internal DataMover. The
DataMover on the Backup acts as an external DataMover.

In the event of failover, the internal DataMover also fails over. The Backup server
becomes the Master server, and the external DataMover on the Backup becomes the
internal DataMover.

A new flag, named Disable for Local DM, has been added to internal DataMover
endpoint configuration. When set, this flag disables the endpoint when the DataMover
assumes the role of the internal DataMover.

See Add a DataMover Endpoint for more information.

Kumulate Administration Guide telestream
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Unmanaged Storage
Repositories

This chapter describes different types of Unmanaged Storage Repositories available for
use with Kumulate and includes the following information:

m Unmanaged Storage Repository Locations

m Avid Standalone Unmanaged Storage Repositories
m PMRUpdater Module

m Media Repository Path Replacement Examples

m Avid Interplay Unmanaged Storage Repositories

m Avid Unmanaged Storage Repository Metadata Mapping
m Omneon FTP Unmanaged Storage Repositories

m Pitchblue FTP Unmanaged Storage Repositories

m Project FTP Unmanaged Storage Repositories

m Project UNC Unmanaged Storage Repositories

m UNC Unmanaged Storage Repositories

m Discriminators and File Identifiers

m BXF Unmanaged Storage Repositories

7~
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Unmanaged Storage Repository Locations

Unmanaged Storage Repository Locations

Repository locations use either a UNC or an FTP transfer protocol. Each Unmanaged
Storage Repository is configured based on the media stored on it and the transfer
mode used to transfer the media.

Unmanaged Storage Repositories are configured to expect a specific rendition format.
Renditions that do not match this format cannot be transferred to the location unless a
Transcode Profile exists that can transcode the incoming rendition to the format
specified by the location's Restore Profile.

Unmanaged Storage Repositories are not automatically accessible to users, nor are
they automatically added to external DataMovers. They need to be explicitly added as
endpoints to external DataMovers, and they need to be explicitly added to user groups.

In Kumulate release 2.0 the Locations page was completely redesigned. The following
administration capabilities have been added to it:

» Viewing general storage status and statistics

» Taking a storage online/offline

» Taking monitoring on/off for an Unmanaged Storage Repository

» Viewing and exporting the rendition list for an Unmanaged Storage Repository
» Taking a tape drive online/offline

 Viewing tape drive status and configuration

» Taking a Managed Storage Repository online/offline

» Viewing and exporting the rendition list for a Managed Storage Repository

» Taking a disk/cloud Managed Storage Repository's storage unit online/offline

» Viewing storage unit status and configuration

» Viewing and exporting the rendition list for a storage unit

» Viewing a tape library's tape status, configuration, and tape list

» Modifying tape description and state (Online, Readonly, Unformatted) for a tape
» Viewing a tape status

» Viewing and exporting the rendition list for a tape

» Adding a tape group

» Modifying a tape group configuration

 Viewing a tape group status, configuration, and tape list

~
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Avid Standalone Unmanaged Storage Repositories

Avid Standalone Unmanaged Storage Repositories

Avid Standalone Unmanaged Storage Repositories consist of an Avid Media Composer
workstation connected to the Kumulate system.

When two or more Media Composer workstations use a shared Unmanaged Storage
Repository, such as an ISIS Unmanaged Storage Repository, to store their media files,
Kumulate connects to the ISIS location rather than to the Media Composer
workstations.

File and Folder Formats

Avid Standalone Unmanaged Storage Repositories store MXF OP_ATOM files and AAF
files.

MXF OP_ATOM files can contain video or audio essences. The video and audio of a
media clip are stored in individual MXF OP_ATOM files. The video file and its audio file
together make up an Avid Master Clip.

Master Clips are used to create finished media projects called sequences. A sequence's
AAF file contains its list of Master Clip segments and the order in which to play them.
When a sequence is added to Kumulate, its AAF file and Master Clips are also added to
the rendition.

Effects are stored in separate MXF_OP_ATOM files only if the effects are rendered either
before the sequence is exported from Avid, or as part of the export process. If the
effects are not rendered, they are stored as metadata in the AAF file.

When Kumulate monitors an Avid Standalone Unmanaged Storage Repository, it
monitors the AAF file location. When a new AAF file is discovered, Kumulate creates a
new object and adds the Master Clips listed in the AAF file to a rendition.

When a sequence or Master Clip is transferred from a Managed Storage Repository, or
from one Avid Standalone Unmanaged Storage Repository to another, Kumulate
transfers the AAF file and the Master Clips it references. Kumulate places the Master
Clips in numbered subfolders under the Avid MediaFiles\MXF\ root folder. The number
of files per subfolder is capped by the Interplay Maximum Files Unmanaged Storage
Repository configuration parameter. The Avid MediaFiles\MXF\ folder can be located
on a local drive, on a mapped drive or an UNC location.

The name of the numbered subfolders is set using the Interplay Repository Folder
Pattern parameter. The folder number is appended to the folder name after a separator.
The separator is specified by the Folder Pattern Separator parameter. For example, if
MyMedia is used for the Interplay Repository Folder Pattern, and underscore (_) is used
for the Folder Pattern Separator, then the subfolders will be named MyMedia_1,
MyMedia_2, MyMedia_3, and so on.

If the Interplay Repository Folder Pattern is left blank, no separator will be used even if
one is specified. In this case, the subfolders will simply be numbers: 1, 2, 3, and so on.
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Avid Standalone Unmanaged Storage Repositories

The Folder Pattern Separator can be a period (.), an underscore (_), or a dash (-). If
PMRUpdater is being used, the Folder Pattern Separator must be a period (.), and the
Interplay Repository Folder Pattern must be the Media Composer workstation's name.
For example, if the Media Composer workstation's fully qualified domain name is
MyWorkStation.MyOrg.com, the Interplay Repository Folder Pattern must be set to
MyWorkstation.

Configuration

Use the following procedure to configure the Avid Standalone Unmanaged Storage
Repositories:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite e deare T

STATUS &g ADMINISTRATION ELA CLUSTERS ADOBE SETTINGS

2. From the top menu, select Locations > Storage.

& Media Management~ B | ocations~  @wContent~
Storage

Archive %

3. Click Add New Location to create a new Unmanaged Storage Repository.
Storage Location Manager

| ADD NEW LOCATION I

1-2 ¥ | (2 Items Returnad)

Storage Locations
Actions Location ID Model
0 o EXTERNAL EXTERMAL
4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

Location ID:
AvidStandalone < Required

Location Description:
|Standalone Avid Storage Locationﬂ

Location Type:
Video Server v

~
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Avid Standalone Unmanaged Storage Repositories

5. Select the Monitoring tab. Set API Protocol to UNC, and Capture Format to AVID.

Connection = Discriminators Transfer
API HostName: \AVISTANDALONE
API Protocol: |UNC ¥
Capture Format: | AVID v

6. Click OK to continue. A warning dialog appears asking if you want to submit the
change to the Unmanaged Storage Repository. Click OK to continue. You will be
returned to the Connection tab.

As you are changing the type and/or capture format
you should also review the Storage Location Profiles.

Do you want to submit the changes?

@
7. Select the Transfer tab and set Transfer Mode to UNC Interplay Standalone.
Connectian “ Maonitaring - Discriminators
Allow Rename: NO ¥
Capture Mode: COPY ¥
Checksum Type: MD5 v
Checksum Verification: Mo Verification ¥
Max Copy In: 1]
Max Copy Out: 0
‘I)r‘.":tx::e Video Server Mot Allowed ¥
Restore Using: MName b
Transcode Using: SOF and EQF_ *
ITl-ansFEr Mode: UNC Interplay Standalone ¥ I

MassTransit Repository Path:

8. Click OK to continue and return to the Connection tab.

Continue to Rendition Discovery Configuration if the Unmanaged Storage Repository
will be used to discover new renditions.

Continue to Rendition Transfer Configuration if the locations will be used to copy
renditions from Kumulate to a physical location.
Rendition Discovery Configuration

Use the following procedure to set the parameters under the Connection and
Monitoring tabs to discover new renditions and copy them into Kumulate:
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1. On the Connection tab, enter the path to the AAF files. Kumulate will monitor this
directory for new AAF files.

- Monitaring

Extract Metadata: MO

Dizcriminators - Transfer k.

T

Directory: //10.1.5.60/AAFFiles/ |

2. On the Monitoring tab, set the Files Dir Enable, Media Repository Path, Media
Repository String to Replace (regex), and Monitoring parameters as shown in the

following figure.

Connection

Discriminators Transfar G

API Protocol: UNC ¥

Capture Format: |AUID ¥ |

Delete From Video Server: Mot Allowed T

Dls{uver A\rld Sequences with
:

Fi Ies Diir Enable:

Media Repository Path:

Media Repusll:ury String to

Monitor Timeout {min):

Interplay WS Mode:

Polling Begin Time: 0
Polling End Time: 24
Polling Interval{sec): 0

3. After the Unmanaged Storage Repository has been configured, set the metadata

mapping for the location.

Parameter

Value

Files Dir Enable

Must be set to YES.

Kumulate Administration Guide
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Media Repository Path The path to the Avid MediaFiles\MXF\
folder on the Media Composer
workstation relative to Kumulate.

Media Repository String to Replace (regex) | Regular expression that matches the
local path to the Avid MediaFiles\MXF\
folder used in the AAF file.

The matched string is replaced by Media
Repository Path.

By default this is set to (.*\\), matching
any drive letter. This should only be
changed if Media Composer is running
on a workstation running MacOS.

Monitoring This must be set to ON.

See the following section for the complete list of applicable parameters.

Caution: Do not forget to set the Metadata Mapping.

) ~
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Rendition Transfer Configuration

Set these parameters under the Transfer tab so that renditions transferred to this
Unmanaged Storage Repository are copied to a physical location. Navigate to the
Transfer tab and set the required parameters as shown the following figure:

Connection

Allow Rename:
Capture Mode:
Checksum Type:
Checksum Verification:

Delete source AAF file after

= Monitoring

= Discriminators -

MO T

COPY =

MD5 b

Mo erification *
MO T

Interplay AAF Root Folder:

Interplay Content Temporary
Folder:

Folder pattern separator:

chiavidStandalonehVAAF
ChavidStandaloneh\avid M

Interplay Maximum Files:

Interplay Media Reconcile
After Transfer:

Interplay Media Repository
Path:

Interplay Media Root Folder:
Interplay Repository Folder

5000

NO v
C:ovavidStandaloneh\tmp
ChavidStandaloneh\avid M

Pattern: TS

Max Copy In: ]

Max Copy Out: (1]

Overwrite Video Server Mot Allowed
Instance:

Preserve Cache Structure: NO

Restore Using: Manme b

Transcode Using:
Transfer Mode:
DataMover Repository Path:

MassTransit Repository Path:

-

SOF and EOQF
UNC Interplay Standalone ¥

Parameter

Value

Interplay AAF Root Folder

Path to the folder where Kumulate will
write the AAF file.

Interplay Content Temporary Folder

Fully qualified path to Avid
MediaFiles\MXF\Creating\.

Folder Pattern Separator

The separator used with Interplay Media
Repository Folder Pattern.

Can be period (.), underscore (_), or dash
(-). If it is omitted, and Interplay Media
Repository Folder Pattern is not left blank,
MS is used.

Must be set to period (.) when using
PMRUpdater.

Kumulate Administration Guide
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Parameter

Value

Interplay Media Reconcile After Transfer

Determines whether PMR files are
updated by PMRUpdater or Media
Composer.

Must always be set to NO if PMRUpdater is
not installed.

Interplay Media Repository Path

Fully qualified path to a temporary
directory for the AAF files.

Must be blank when using shared
storage.

Interplay Media Root Folder

Fully qualified path to Avid
MediaFiles\MXF\.

Additional subfolders can be created
below this folder.

Interplay Media Repository Folder Pattern

The prefix name used with the indexed
subfolders of the Interplay Media Root
Folder.

Must be set to the Media Composer
workstation name when using
PMRUpdater.

See Transfer Parameters for the complete list of Transfer parameters.

Monitoring Parameters

The following parameters under the Monitoring tab are used by Avid Standalone

Unmanaged Storage Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m API Protocol
Always set to UNC

m Capture Format
Always set to Avid

Kumulate Administration Guide
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m Discover Avid Sequences with Media Offline

When discovering renditions on the location, the AAF file used may point to files
that are located on offline media.

When this parameter is set to YES, renditions will be discovered even if the files are
located on offline media. Setting this parameter to NO will not discover renditions if
the files are located in offline media.

This is set to YES by default.
m Files Dir Enable

Indicates whether the full directory structure of the folder on the ISIS storage unit is
recreated on the cache.

Setting this parameter to YES recreates the directory structure, allowing Kumulate
to transcode the files and create proxies. Setting the parameter to NO creates a
proxy on the cache instead.

The parameter must be set to YES when the Unmanaged Storage Repository is con-
figured for discovery. Otherwise, the parameter can be left set to NO.

m Media Repository Path

AAF files contain paths to the Master Clips used in its sequence. However, the paths
are relative to the Media Composer workstation. To add files to Kumulate, the paths
must be changed to be relative to the Kumulate server.

This parameter is the path to Avid MediaFiles\MXF\ relative to the Kumulate server.
It replaces the path specified by Media Repository String to Replace (regex).

m Media Repository String to Replace (regex)

AAF files contain paths to the Master Clips used in its sequence. However, the paths
are relative to the Media Composer workstation. For the files to be discovered by
Kumulate, the paths must be changed to be relative to the Kumulate server.

This parameter is a regular expression that selects the path to the Avid Medi-
aFiles\MXF\ folder in the AAF file. The path selected by the regular expression is
replaced by Media Repository Path.

This parameter is set to (. *\\) by default and selects a drive letter. The result is that
the drive letter before Avid MediaFiles\MXF\ is replaced with Media Repository
Path.

For examples, see Media Repository Path Replacement Examples.
m Monitor Timeout (min)

A possibly deprecated parameter that may or may not have an effect on some func-
tion. Do not change this parameter.

m Monitoring

This parameter indicates whether this Unmanaged Storage Repository is to be
monitored if the Unmanaged Storage Repository will be used to copy in files. If the
Unmanaged Storage Repository will only be used to copy out files, set the parame-
ter to OFF; otherwise set it to ON.
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m Interplay WS Mode

Indicates whether Kumulate communicates with the Unmanaged Storage Reposi-
tory through the Interplay Web Services interface. Since Avid Standalone Unman-
aged Storage Repositories are not connected to an Interplay system, this parameter
must be set to NO.

m Polling Begin Time, Polling End Time, Polling Interval(sec)
Controls how Kumulate polls the AAF file.

Polling Begin Time and Polling End Time instruct Kumulate to poll the Unmanaged
Storage Repository only between Polling Begin Time and Polling End Time. These
parameters are based on the 24-hour clock and can only be set to hours.

Polling Interval(sec) instructs Kumulate to poll the Unmanaged Storage Repository
every specified number of seconds. The interval begins when the discovery opera-
tion ends. The minimum value for this interval is 10s. Setting this parameter to 0
effectively sets it to 10s.

Transfer Parameters

The following parameters under the Transfer tab are used by Avid Standalone
Unmanaged Storage Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m Capture Mode

The capture mode specifies whether the physical file on this Unmanaged Storage
Repository is kept or deleted after its rendition is transferred to another location.

MOVE deletes the physical file from this location after the transfer, while COPY
keeps it.

m Checksum Type and Checksum Validation
Rendition checksums are calculated to ensure that rendition data is not corrupted.

When a rendition is copied to the location, its checksum is calculated using the
algorithm specified by Checksum Type. If the rendition's checksum is not already in
the database, it is added. If the rendition's checksum is already in the database, but
the two checksums do not match, the transfer will fail and an error will be gener-
ated.

If After Write is selected for Checksum Validation, then an additional check is made
after the rendition has been fully copied to the location. If the checksum of the writ-
ten rendition does not match the checksum in the database, the transfer will fail.

m Delete Source AAF file after copy in

This parameter only applies when Kumulate is copying in files from the Unman-
aged Storage Repository. It deletes the AAF file from the Unmanaged Storage
Repository after its files have been transferred from the Unmanaged Storage
Repository to cache. A copy of the AAF file will remain in the cache.
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m Interplay AAF Root Folder

This is the path to the location where Kumulate will write the AAF file when copying
out files to the Unmanaged Storage Repository. The Avid system must be config-
ured to retrieve the AAF file from this location.

m Interplay Content Temporary Folder

This is the temporary file write location on the Media Composer workstation or ISIS
Unmanaged Storage Repository. Kumulate writes files, including the AAF file, to
this temporary folder to prevent the Avid system from indexing the files before
Kumulate has completed restoring the files.

After Kumulate has completed transferring the files, it updates the Master Clip
paths in the AAF file with the Interplay Media Root Folder path, and moves the con-
tents of this folder to the Interplay Media Root Folder. The AAF file is moved to
Interplay AAF Root Folder.

The Interplay Content Temporary Folder must be named Creating and must be
located on under Avid MediaFiles\MXF\. Creating can be located under a subfolder
of Avid MediaFiles\MXF\. If the folder does not exist, it will be created by Kumulate.

m Folder Pattern Separator

This setting can be left blank or set to dash (-), underscore (_), or period (.). It must
be set to period (.) when using PMRUpdater.

Itis used in conjunction with the Interplay Media Repository Folder Pattern to cre-
ate the numbered subfolders under the Interplay Media Root Folder.

The numbered subfolders are created and named [repository_folder_pat-
tern][folder_pattern_separator][number]. For example, if the folder pattern separa-
tor is an underscore (_), and the folder pattern is MyFiles, folders named
MyFiles_1, MyFiles_2, MyFiles_3, and so on will be created under the root folder.

If this setting is left blank, Kumulate will use MS as the separator. For example,
MyFilesMS1, MyFilesMS2, MyFilesMS3, and so on.

If the Repository Folder Pattern is also left blank, Kumulate will create folders with
only numbers in their names. For example, Avid MediaFiles\MXF\1\, Avid Medi-
aFiles\MXF\2\, Avid MediaFiles\MXF\3\, and so on.

m Interplay Maximum Files

This is the maximum number of files per numbered subfolders. A new numbered
subfolder is created when the maximum is reached.

Technical Support recommends 2500 files per folder. Avid limits the number of files
per folder to 5000. Do not set this parameter to any value greater than 5000.

m Interplay Media Reconcile After Transfer
This parameter is only used when PMRUpdater is installed.

When set to YES, PMRUpdater will be used to update PMR files. The PMR files will be
updated by Media Composer when it is set to NO.

If PMRUpdater is not installed and Interplay Media Reconcile After Transfer is set to
YES, transfers to and from this Unmanaged Storage Repository will fail.
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m Interplay Media Repository Path
Temporary directory for the AAF file.
m Interplay Media Root Folder

The fully qualified path to the root folder on the Avid Standalone Unmanaged Stor-
age Repository where the transferred files are placed. The path used for the Inter-
play Media Root Folder must include Avid MediaFiles\MXF\, which is automatically
created by Media Composer.

The numbered folders can be located in a subfolder of Avid MediaFiles\MXF\. If
Avid MediaFiles\MXF\ is in an unmapped UNC location, the subfolder must already
exist before it can be used as the Interplay Media Root Folder. If Avid Medi-
aFiles\MXF\ is located on a local or mapped drive, Kumulate will create the sub-
folder if it does not already exist.

m Interplay Media Repository Folder Pattern

This setting is used in conjunction with Folder Pattern Separator to create the num-
bered subfolders under the Interplay Media Root Folder.

The numbered subfolders are created and named [Interplay Media Repository
Folder Pattern][Folder Pattern Separator][number]. For example, if Folder Pattern
Separator is set to underscore (_), and Interplay Media Repository Folder Pattern is
set to MyFiles, folders named MyFiles_1, MyFiles_2, MyFiles_3, and so on will be
created.

If this parameter is left blank, Kumulate will create folders with number names. For
example, Avid MediaFiles\MXF\1\, Avid MediaFiles\MXF\2\, Avid Medi-
aFiles\MXF\3\, and so on.

This parameter must be set to the Media Composer workstation machine name
when using PMRUpdater. For example, if the machine's fully qualified domain
name is ThisMachine.MyCompany . com, then this parameter must be set to This-
Machine.

m Max Copy In

This setting only applies when the Unmanaged Storage Repository is configured
for copying in files. It sets the maximum number of concurrent transfers from the
Unmanaged Storage Repository to Kumulate.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers. The default value is 0.

Note: It is strongly recommended to change this to a non-zero value.

m Max Copy Out

Only applies when the Unmanaged Storage Repository is configured for copying
out files. Sets the maximum number of concurrent transfers from Kumulate to the
Unmanaged Storage Repository.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers. The default value is 0.
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Note: Itis strongly recommended to change this to a non-zero value.

m Overwrite Video Server Rendition

When set to NOT ALLOWED, a transfer from Kumulate to the Unmanaged Storage
Repository will fail if the file already exists on the Unmanaged Storage Repository.

When set to ALLOWED, the transfer will overwrite the existing file on the Unman-
aged Storage Repository.

m Preserve Cache Structure

Preserve Cache Structure is set to YES in cases where Avid files are stored on a
shared Unmanaged Storage Repository that is not connected to a Media Composer
workstation. This setting is generally used when moving files from one Kumulate
system to another Kumulate system.

When Avid files are saved to the cache, they are saved along with a copy of the AAF
file to the same folder structure. The AAF file is stored under VirtualObjectID/Meta-
data/ while the media files are stored under VirtualObjectID/Media/.

When the files need to be transferred to another Kumulate system, the VirtualOb-
jectID folder on the originating Kumulate system is copied in its entirety to an
Unmanaged Storage Repository connected to the destination Kumulate system.
This Unmanaged Storage Repository is configured with Preserve Cache Structure
set to YES.

Restore Using must be set to Object ID when Preserve Cache Structure is set to YES.
m Restore Using

This parameter specifies how to name the physical file when a rendition is trans-
ferred to this Unmanaged Storage Repository. There are four options for Restore
Using as follows:

Option Description

Object ID The file is named using the transferred rendition's Object ID.
Name The file is named using the transferred rendition's Object Name.
Original Name The file is named using the transferred rendition's Object

Original Name. Original Name contains the name of the Object
when its source rendition was discovered.

Preserve Filenames | The file name is not modified after transfer. The Restore
Extension parameter will not be applicable when this option is
used. If the Unmanaged Storage Repository configuration is
saved after setting this option then Restore Extension will be
hidden.

Note: If the object source location used Object ID as the Naming Schema, the Object
ID, Object Name, and the Original Name may be identical.
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m Transcode Using

Some files may contain information at the beginning and end of the file that is not
necessarily meant to be transcoded. This happens most often with commercial
spots which can have agency information, tags, and blacks appended to the beg-
ging and the end of the advertisement. Selecting SOM and EOM prevents these
extraneous bits from being transcoded. Additional configuration is needed to use
EOM and SOM.

The entire file is transcoded when set to SOF and EOF.
Only a part of the file is transcoded when set to SOM and EOM.
See Start of Message Parameter for more information.
m Transfer Mode
This parameter is always set to UNC Interplay Standalone.
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PMRUpdater Module

Media Composer PMR files are used to keep track of the online resources available to
the Media Composer Editor. A Media Composer workstation that is not connected to an
ISIS Unmanaged Storage Repository, or is connected to an ISIS location that is not
configured to do continuous updates to PMR files, will only update its PMR files when
there is user input. If many files have been added or removed before there is user input,
the time required for Media Composer will be significant.

The PMRUpdater runs on the Kumulate server and updates PMR files as soon as
changes are made to the contents of a PMR file's folder.

Installation
The PMRUpdater is installed on the Kumulate Server. PMRUpdater is only available for
64bit architectures. Use the following procedure to install PMRUpdater:

1. Log in to the Masstech ftp site, ftp.masstech.com, as the Software user, and change
directory to CORE_PRODUCTS/KUMULATE/AVID Interfaces/.

2, Create a directory on the Kumulate Server named Avid_PMRUpdater under the
C:\Software\ directory.

3. Download Avid_PMRUpdater to C:\Software\Avid_PMRUpdater\.

4, Navigate to the C:\Software\Avid_PMRUpdater\2014.01.07.1.0.0.2\ directory on the
Kumulate Server.

5. Run PMRUpdater64installer.msi as the Administrator, and follow the instructions to
install the PMRUpdater executable.
Configure Avid Standalone Unmanaged Storage Repositories

Use the following procedure to configure the Avid Standalone Unmanaged Storage
Repositories:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte ] ASSET | O Eftr secect v

STATUS ks ADMINISTRATION ELASTICSEARCH CLUSTERS ADOBE SETTINGS

2, From the topmost menu, select Locations > Unmanaged Storage Repositories.

£ Media Management - A | ocations ~ =w Content -

N

3. Click the pencil icon next to the Avid Standalone Unmanaged Storage Repository
to modify. If a new location needs to be created, follow the instructions in Avid
Standalone Unmanaged Storage Repositories.

4, Click the Transfer tab.

) ~
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5. Set Folder pattern separator to a period (.), and set Interplay Media Reconcile After

Transfer to YES.

Note: If PMRUpdater is not installed, but Interplay Media Reconcile After Transfer is
set to YES, transfers to and from the Unmanaged Storage Repository will fail.

Connection Monitoring .ﬁi

Allow Rename:

Capture Mode:

Delete source AAF file after copy in:
Interplay AAF Root Folder:

Interplay Content Temporary Folder:

NO ¥

COPY v

NO ¥
c:\AvidStandalone‘\AAF
_C:-\Avidstancjia.rlane\Avid r-jtgq

JFolder pattern separator:

— ?l

7i‘rTlerP|ay Maximum Files:

lInterplay Media Reconcile After Transfer:

Interplay Media Repository Path:
Interplay Media Root Folder:
Interplay Repository Folder Pattern:
Max Copy In :

Max Copy Out :

Overwrite Video Server Instance:
Preserve Cache Structure:

Restore Using:

Transfer Mode:

DataMover Repository Path:

MassTransit Repository Path:

C:\AvidStandalone\Avid Me
MS

0

0

Not Allowed ¥

NO ¥

Asset Alias v

UNC Interplay Standalone v

6. Click OK to save the changes.
7. Modify all the Avid Standalone Storage that will be using the PMR Updater.

MMC Module Configuration

Use the following procedure to configure the MMC Module:

Note: Before configuring the MMC module, perform at least one transfer to any Avid
Standalone Unmanaged Storage Repository. The PMRUpdater Path parameter
will only become visible in the MMC module after a transfer to an Avid
Standalone Unmanaged Storage Repository has been made.

1. Click System > Administration in the menu bar in the Kumulate web interface.

SEARCH

= Ve

STATUS  C ADMINISTRATION

3£ SETTINGS

Kumulate Administration Guide

& Modules = Logs~
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3. Click the pencil next to the MMC module to open the MMC Module Configuration

page.
Modules Information
ctions | Medule ! ]
6 L= RUNNING
6 cPC RUNNING  sTOP
@ DM MANAGER RUNNING . STOP.
6 EIE RUNNING  STOP.
@ HARRIS RUNNING STOP.
@ INDEX MANAGER RUNNING sTOP
g MEDIA LIBRARY STOPPED
MMC RUNNING _ sToP
MHI RUNNING . STOP.
@ REPORTS MANAGER RUNNING  sTOP
6 RESOURCE MANAGER RUNNING . STOR.
@ S5C RUNNING = STOP.
6 SSI RUNNING  STOP
6 WORKFLOW MANAGER RUNNING e STOP
6 XMMPIT RUNNING | STOP..
@ XMTT RUNNING . STOP.|

4. Enter the path of the PMRUpdater executable in the PMRUpdater Path text box.

' MaxCopyThreads-5:
- Max From Archive Threads:

"' Max To Archive Threads:

;3
10
1

PMRUpdater Path:

C \Ii’fnqmm ﬁfes\ﬁasstech\.F‘MRUpdater\PM RUpdater.exe _

Priority ACI:

! Priority ALE:

5. Click OK to save the changes.

Kumulate Administration Guide
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Media Repository Path Replacement Examples

The file paths extracted from monitored AAF files point to locations on the Media
Composer host. These paths must be changed to locations relative to Kumulate for the
files to be archived. The Media Repository Path and Media Repository String to Replace
parameters are used to alter the file paths.

The following Media Repository Path Replacement usage examples demonstrate how
to configure these parameters.

Replacing a Drive Letter

When the path to Avid MediaFiles in the AAF file uses a drive letter, the drive letter is
replaced by keeping Media Repository String to Replace (regex) set to (.*\\).

Note: Replacing multiple drive letters for the same Unmanaged Storage Repository
are not currently supported.

For example, to change:

C\Avid MediaFiles\MXF\5\tvo1345.mxf

to

\\10.1.4.1\Avid MediaFiles\MXF\5\tvo1345.mxf

Enter the following for Media Repository Path and Media Repository String to Replace
(regex):

Media Repository Path \\10.1.4.1\

Media Repository String to Replace (regex) (.*\\)

Replacing a Known Path

When the path to Avid MediaFiles/MXF/ used in the AAF file is known, Media
Repository String to Replace (regex) can be set to the path. If any special characters
such as backslashes (\) need to be removed, they must be prefixed by a backslash (\).

For example, to change:

\\macpath\workspace3\Avid MediaFiles\MXF\mtg.2\e1234567.mxf
to

\\isis123\workspace3\Avid MediaFiles\mxf\mtg.2\e1234567.mxf

Enter the following for Media Repository Path and Media Repository String to Replace
(regex):
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Media Repository Path isis123

Media Repository String to Replace (regex) macpath

or

Media Repository Path isis123

Media Repository String to Replace (regex) \\\\mactest\\

In the first option only the names are matched and replaced. In the second option the
leading and trailing backslashes, in addition to the names, are matched and replaced.

Note: Replacing multiple drive letters for the same Unmanaged Storage Repository
are not currently supported.

If Media Repository String to Replace (regex) ends with a double backslash (\\) to match
an end backslash, then the Media Repository Path needs to include the ending
backslash (\), otherwise the ending backslash will be removed and not replaced.

Case-Insensitive Replacement

When the path to the Avid MediaFiles\MXF\ folder used in the AAF file can be either
lower or upper case, use the (?!) modifier in the Media Repository String to Replace
(regex) regular expression.

For example, to change

\\MyPath\Avid MediaFiles\MXF\5\tvo1345.mxf
or

\\mypath\Avid MediaFiles\MXF\5\tvo1345.mxf
to

\\isis123\Avid MediaFiles\MXF\5\tvo1345.mxf

Enter the following for Media Repository Path and Media Repository String to Replace
(regex):

Media Repository Path \\isis 123\

Media Repository String to Replace (regex)  (?)\\\\mypath\\

The (?!) modifier matches the regular expression without considering case.

) ~
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Regular Expression Does Not Match Root Path

If Media Repository String to Replace (regex) does not match the file path used in the
AAF file, Kumulate will behave differently depending on the file path in the AAF file.

AAF File Contains Drive Letters or IPv4 Addresses

If the AAF file uses drive letters or IPv4 addresses, Kumulate will replace the paths in the
AAF with the new path even if Media Repository String to Replace (regex) does not
match the paths in the AAF file.

For example, if the Media Repository Path and Media Repository String to Replace
(regex) parameters are set as follows:

Media Repository Path \\NewPath\

Media Repository String to Replace (regex) \\\\OriginalPath\\

but the file paths in the AAF file are of the form
C:\Avid MediaFiles\MXF\5\tvo1345.mxf

or

\\10.1.4.1\Avid MediaFiles\MXF\5\tvo1345.mxf
the path will still be changed to
\\NewPath\Avid MediaFiles\MXF\5\tvo1345.mxf

Note: Leaving Media Repository String to Replace (regex) blank, but filling in Media
Repository Path will produce the same result.

File Path is a Location Name

If the AAF file contains UNC file paths that do not match Media Repository String to
Replace (regex), the Media Repository Path will be added to the beginning of the path.
The files listed in the AAF files will not be found and the copy in will fail.

For example, if the Media Repository Path and Media Repository String to Replace
(regex) parameters are set as follows:

Media Repository Path \\NewPath\

Media Repository String to Replace (regex) \\\\OriginalPath\\

but the file paths in the AAF file are of the form
\\SomeOtherPath\Avid MediaFiles\MXF\5\tvo1345.mxf

the new path will be
\\NewPath\SomeOtherPath\Avid MediaFiles\MXF\5\tvo1345.mxf
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Note: The files will not be found in this case and the transfer will fail.

Log and Operator Messages

In all cases where Media Repository String to Replace (regex) does not match the paths
in the AAF file, an error will be logged in the Montana logs, and an operator message
will be generated.

For example, the operator message would be as follows:

Media Repository String to Replace (<\\\\OriginalPath\\>) does not match on
Unmanaged Storage Repository TEST

The message in the Montana log would be as follows:

14-11-17 11:36:32.609
CMI:FtpUncAvidStandaloneFolderCommandExecutor.getFilesinfolfCompleted: Failed
to replace (\\\\OriginalPath\\)/(\\NewPath\) on file C:\Avid
MediaFiles\MXF\5\tvo1345.mxf
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Avid Interplay Unmanaged Storage Repositories

An Avid Interplay Unmanaged Storage Repository consists of an ISIS storage unit and
an Interplay server. The Interplay server keeps an inventory of the contents of the ISIS
unit.

Kumulate communicates with the Interplay server through a Web Services interface, to
identify files available to copy in from the ISIS storage unit, and to check-in files that
have been copied to the ISIS storage unit with the Interplay server.

The files are moved to and from the ISIS storage unit using an ISIS client installed on the
Kumulate server. When Kumulate transfers files to the ISIS unit, the files must be
checked-in with the Interplay server (by Kumulate) to update the Interplay server's
inventory.

Separate Avid Interplay Unmanaged Storage Repositories must be configure for copy in
and copy out, even if they both correspond to the same physical Interplay server and
ISIS storage unit.

File and Folder Formats

Avid Interplay Unmanaged Storage Repositories store MXF OP_Atom files that can
contain video or audio essences. The video and audio of a media clip are stored in
individual MXF OP_ATOM files. The video file and its audio file together make up an
Avid Master Clip.

Master Clips are used to create finished media projects called Sequences. Sequences
are defined in AAF files. A sequence's AAF file contains a list of Master Clip segments,
and the order in which to play them. If data and effects are used in the sequence, they
are stored in separate MXF OP_ATOM files, which are also referenced in the sequence's
AAF file. When a sequence is added to Kumulate, its AAF file and Master Clips are also
added to the rendition.

In an Avid Interplay Unmanaged Storage Repository, Kumulate communicates with the
Interplay server through the Web Services interface. Kumulate and Interplay pass
messages that contain information about Sequences and Master Clips. Both the
Kumulate and Interplay servers use these messages to create AAF files.

When a sequence is copied in to Kumulate, Kumulate polls Interplay through Web
Services. Interplay responds with a message that contains information about the
sequence. Kumulate then uses the message to generate an AAF file used to pull the
Master Clips from the ISIS storage unit using the ISIS client.

When a rendition is copied out to the Avid Interplay Unmanaged Storage Repository,
Kumulate creates an AAF describing the rendition, then copies the files to the ISIS
storage unit using the ISIS client installed on the Kumulate server host. Kumulate places
the Master Clips in numbered subfolders under the Avid MediaFiles\MXF\ root folder.
The number of files per subfolder is capped by the Interplay Maximum Files
Unmanaged Storage Repository configuration parameter. Kumulate then uses its AAF
file to create a Web Service message that it sends to Interplay. Interplay then becomes
aware of the files that were copied to the ISIS storage unit.
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The name of the numbered subfolders is set using the Interplay Repository Folder
Pattern parameter. The folder number is appended to the folder name after a separator.
The separator is specified by the Folder Pattern Separator parameter, which can be a
period (.), an underscore (_), or a dash (-). For example, if MyMedi a is used for Interplay
Repository Folder Pattern, and underscore (_) is used for Folder Pattern Separator, then
the subfolders will be named MyMedia_1, MyMedia_2, MyMedia_3, and so on.

If Interplay Repository Folder Pattern is left blank, no separator will be used even if one
is specified. In this case, the subfolders will simply be numbers: 1, 2, 3, and so on.

Rendition Discovery Configuration

Note: Avid Interplay Unmanaged Storage Repositories cannot be configured to both
copy in new renditions and copy out existing renditions. Separate Unmanaged
Storage Repositories must be created for these two scenarios regardless of
whether the same physical location is used for both.

Use the following procedure to configure Interplay Unmanaged Storage Repositories
to be used for rendition discovery:

1. In the Kumulate web interface menu click System > Administration.

= kumulte - e

STATUS & ADMINISTRATION ELASTICSEARCH CLUSTERS ADOBE SETTINGS

2, Select Locations > Storage.

& Media Management ~ B | ocations~ @ Content~

3. Click the Add New Location button to create a new Unmanaged Storage
Repository.

Storage Location Manager

ADD NEW LOCATION

1-2 ¥ | (2 Items Returnad)

Storage Locations
@ ° EXTERNAL EXTERNAL

) ~
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4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

_Location 1D: .
AVIDINTERPLAYMONITOR < Required
Location Description:

Monitored Avid Interplay Location

Location Type:
Video Server ¥

5. Select the Monitoring tab and set APl Protocol to UNC, and Capture Format to AVID.

Connection Discriminators - Transfer
API HostName: N.FIDINTEF'\PLJ'-".YMONHUR|
API Protocol: UNC r |
Capture Format: | ANVID ¥ |

6. Click OK to continue. A warning will appear asking if you want to submit the
change to the Unmanaged Storage Repository. Click OK to continue. You will be

returned to the Connection tab.
WARNING

As you are changing the type and/or capture format
you should also review the Storage Location Profiles.

Do you want to submit the changes?

7. Select the Monitoring tab and set Monitoring to ON and Interplay WS Mode to YES.

Connection Discriminators Transfer o

API Protocol:

Capture Format:

AVID A

Delete From Video Server:
zf:?av;rfﬁii:f: Sequences with

Files Dir Enable: NO v

Monitor Timeout {min): 45

Monitoring: ON T
Interplay WS Mode:

Polling Begin Time: 0

Polling End Time: 24

Polling Interval(sec): 0

7~
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8. Click OK to continue. A warning will appear asking if you want to submit the
change to the Unmanaged Storage Repository. Click OK to continue. You will be

returned to the Connection tab.
WARNING

As you are changing the type and/or capture format
you should also review the Storage Location Profiles.

Do you want to submit the changes?
% o

9. Set Interplay Folder, Interplay WS Password, Interplay WS Address, Interplay WS
user, Interplay Work Group, and Temporary AAF Repository Path.

Connection

Dizcriminators - Transfer -

API Protocol:

Capture Format:

Not Allowed
Discover Avid Sequences with
Media Offline:

Delete From Video Server:

Files Dir Enable:

Monitor Timeout l min }:

NO ¥

Monitoring:

Interplay WS Mode:
Interplay Folder:
Interplay W5 Password:
Interplay WS Address:

Interplay WS User:

YES ¥
interplay://AvidworkGrouy

passwd
http://10.1.4.14:81/servit
userl

Interplay Work Group: AvidWorkGroup
Polling Begin Time: o]

Polling End Time: 24

Polling Interval(sec): 4]

Temporary AAF Repository
Path:

\\10.1.4.14: 81\ AAFRepos

10. Click OK to continue. You will be returned to the Connection tab.

11. Select the Transfer tab and set Transfer Mode to UNC Interplay.

Connection

Allow Rename:
Capture Mode:
Checksum Type:

Checksum Verification:

- Maonitoring

Discriminators

No Verification ¥ |

Max Copy In: 0

Max Copy Qut: 0

Overwrite Video Server Mot Allowed *
Instance:

Restore Using: | MName v |

Transcode Using:

Transfer Mode:

UNC Interplay

MassTransit Repository Path: |
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12. Click OK to continue and you are returned to the Connection tab.

Note: Ensure that the only connection parameter visible is Extract Metadata, and that
it is set to NO. Metadata is extracted automatically from the AAF file and does
not need to be extracted from the discovered media files.

Maonitaring Discriminators Transfar

Extract Metadata: NO T

13. Set the metadata mapping, then click OK to save and continue.

Rendition Discovery Monitoring Parameters

The following parameters under the Monitoring tab are used by Avid Interplay copy in
Unmanaged Storage Repositories:

Caution: Do not modify any parameter that does not appear in this list.

m API Protocol
Always set to UNC.
m Capture Format

Avid Interplay Unmanaged Storage Repositories that are used to send files to
Kumulate (copy-in, archive, monitor) must have Capture Format set to Avid.

m Delete From Video Server

Allows the deletion of files from the Unmanaged Storage Repository after they
have been copied in to Kumulate.

m Discover Avid Sequences with Media Offline

When discovering renditions on the location, the AAF file used may point to files
that are located on offline media.

When this parameter is set to YES, renditions will be discovered even if the files are
located on offline media.

Setting this parameter to NO will not discover renditions if the files are located in
offline media.

The default is YES.
m Files Dir Enable

Indicates whether the full directory structure of the folder on the ISIS storage unit is
recreated on the cache.

Setting this to YES recreates the directory structure. This allows Kumulate to
transcode the files and create proxies. Setting the parameter to NO creates a proxy
on the cache instead.

) ~
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Caution: Itis strongly recommended that Files Dir Enable be set to YES when the
Unmanaged Storage Repository is configured for discovery; otherwise
it can be left set to NO.

m Interplay WS Mode

Indicates whether Kumulate communicates with the Unmanaged Storage Reposi-
tory through the Interplay Web Services interface. Kumulate always communicates
through Web Services with Avid Interplay Unmanaged Storage Repositories. There-
fore this parameter must be set to YES.

m Interplay Folder

Information about Avid files stored on the ISIS storage unit is saved in metadata on
the Interplay server. The server organizes information about the Avid files in folders.
Kumulate monitors only one Interplay folder on an Avid Interplay Unmanaged Stor-
age Repository, and queries Interplay for information about this folder. In return,
Interplay sends information about the files referenced in the folder to Kumulate,
and Kumulate uses this information to discover the files on the ISIS Unmanaged
Storage Repository.

Interplay Folder is the fully qualified path to the folder on the Interplay server that
Kumulate will monitor.

m Interplay WS User, Interplay WS Password, and Interplay WS Address
The connection credentials for Interplay Web Services.

m Interplay Work Group
The Interplay work group to connect to.

m Monitor Timeout (min)

A possibly deprecated parameter that may (or may not) have an effect on some
functionality somewhere. Do not change this parameter.

m Monitoring

Indicates whether this Unmanaged Storage Repository is to be monitored. Must be
set to ON when the Avid Interplay location is used to send files to Kumulate (copy-
in, archive, monitoring).

m Polling Begin Time, Polling End Time, Polling Interval(sec)
Controls how Kumulate polls the Interplay server.

Polling Begin Time and Polling End Time instruct Kumulate to poll the Unmanaged
Storage Repository only between Polling Begin Time and Polling End Time. These
parameters are based on the 24-hour clock, and can only be set to hours.

Polling Interval(sec) instructs Kumulate to poll the Unmanaged Storage Repository
every specified number of seconds. The interval begins when the discovery opera-
tion ends. The minimum value for this interval is 10s. Setting this parameter to 0
effectively sets it to 10s.
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m Temporary AAF Repository Path

Kumulate uses the information received from Interplay to create an AAF file that it
then uses to discover files on the ISIS storage unit. The AAF file is saved to Tempo-

rary AAF Repository Path; which is a fully qualified path to a location on the Kumu-
late cache.

Rendition Transfer Configuration

Note: Avid Interplay Unmanaged Storage Repositories cannot be configured to both
copy in new renditions and copy out existing renditions. Separate Unmanaged
Storage Repositories must be created for these two scenarios regardless of
whether the same physical location is used for both.

Use the following procedure to configure an Avid Interplay Unmanaged Storage
Repository for rendition transfers:

1. In the Kumulate web interface menu click System > Administration.

= kumulAte S—

STATUS Gz ADMINISTRATION [ C ADOBE SETTINGS

2, Select Locations > Storage.

£ Media Management~ B | ocations~  @Content~

Storage

3. Click the Add New Location button to create a new Unmanaged Storage
Repository.

Storage Location Manager

ADD NEW LOCATION

1-2 ¥ | (2 Items Returnad)

Storage Locations
Actions Location ID Model

@ o EXTERNAL EXTERNAL

-
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4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

Location ID: )
_AVIDINTERPLAYCOPYOUT | < Required
Location Description:

Avid Interplay Copy Out Location

Location Type:
Video Server ¥

5. Select the Monitoring tab. Set API Protocol to UNC and Capture Format to
MXF_OP_ATOM.

 Gonmection -

API HostName: AVIDINTERPLAYCOPYOUT
API Protocol: l UNC ¥ :
Capture Format: ! MXF_OP_ATOM ¥ I

6. Click OK to continue. A warning will appear asking if you want to submit the

change to the Unmanaged Storage Repository. Click OK to continue. You will be
returned to the Connection tab.

As you are changing the type and/or capture format
you should also review the Storage Location Profiles.

Do you want to submit the changes?

Kumulate Administration Guide
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7. Select the Monitoring tab. Set Monitoring to OFF, and Naming Schema to UMID.

Connection

API Protocol:

Capture Format:

Check Asset Unigqueness:
Date Format:

Delete From Video Server:

Delete timeowut:

Delete Content From Archive:

Discovery method:
Export Metadata:

Files Dir Enable:

Files Patterns (Include):
Files Patterns (Exclude):
File Pre-Filter:

Ignore List:

Import Metadata:

Monitor Timeout (min):

Unmanaged Storage Repositories
Avid Interplay Unmanaged Storage Repositories

Transfer k.

UNC v

| MXF_OP_ATOM v |
NO ¥
Mot Allowed *
30 |
MO ¥ |

| Open for read - |

NO ¥

NO ¥

MPG

Monitoring:

Maming Schema:

Polling Begin Time:

Polling End Time:

Polling Interval(sec):
Recursive Discovery:
Release State:

Type Of Content:

Windows File Maming Check:

8. Click OK to continue. You will be returned to the Connection tab.
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9. Select the Transfer tab. Set Transfer Mode to UNC Interplay.

Connection Monitaring Dizcriminatars

Allow Rename:

Capture Mode:

Checksum Type:

Checksum Verification: | Mo Verification ¥ |
Keep FTP Control Connection r

prd

Instance detection pattern:

Direct Transfer to ML:

MO
Max Copy In: 0
0

Direct Transfer from ML:

Max Copy Out:

Move Media Fila: NO ¥
Overwrite Video Server Not Allowed *
Instance:

M

Restore Using: | ame ¥ |

Restore Extension: | Preserve original extension v
Transcode Using: | SOF and EQF ¥ |

Transfer timeout{sec): 7200

oo ode: | UNC Interplay ,

MassTransit Repository Path:

10. Click OK to continue. You will be returned to the Connection tab. Extract Metadata
must be set to NO. Directory must be set to the UNC path to the location on the ISIS
storage unit where the media files will be copied.

k.

 Monitoring  Discriminators - Transfer

Extract Metadata: NO ¥

Directory: /[isis123/workspaced/Avic

11. Click OK to continue. You will be returned to the Connection tab.

7~
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12. Select the Transfer tab and set the following parameters (see Copy In and Copy Out
Transfer Parameters for the complete list of Transfer parameters):

Parameter

Description

Interplay Check In Folder

The fully qualified path to the folder on the
Interplay server where metadata about the
transferred files will be written.

Folder Pattern Separator

The separator used with Interplay Repository
Folder Pattern. This can be a period (.), underscore
(L), or dash (-). If it is omitted, and Interplay Media
Repository Folder Pattern is not left blank, MS is
used.

Interplay Repository Folder Pattern

The prefix name used with the indexed subfolders
of the Interplay Root Path.

Interplay Root Path

UNC path to the Avid MediaFiles\MXF\ folder on
the ISIS storage unit. Any subfolders of Avid
MediaFiles\MXF\ must also be included in this
path.

Interplay WS Password
Interplay WS Address
Interplay WS User

The web server connection credentials.

Interplay Work Group

The Interplay workgroup to connect to.

Restore Using

Must always be set to Name.

DataMover Repository Path

The UNC path to the location on the ISIS storage
unit where the media files will be copied. This must
be the same path used for the Directory parameter
in the Connection tab.
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Connection -~ Monitoring - Discriminators |
Allow Rename: NO ¥
Capture Mode: COPY ¥
Check If Sequence Online: MNO
Checksum Type: MD5 v
Checksum Verification: Mo Verification ¥
Instance detection pattern: Mo check v
Interplay Check In Folder: interplay://avidworkGrou
|Fnlder pattern saparator:
Interplay Maximum Files: 5000
patcerns o MS
Interplay Root Path: Wisis123\workspace3\Avic
nterplay eck In Retry 20
Interval (sec):
{Interflay WS Check In Retry o
Interplay WS Password: passwd
Interplay WS Address: http://10.1.4.41:81/servi(
Interplay WS User: Admin
Interplay Work Group: Avidworkgroup
Direct Transfer to ML: NO Y
Direct Transfer from ML: NO ¥
Mazx Copy In: 0
Max Copy Out: o
Move Media File: NO ¥
Overwrite Video Server Instance:| Not Allowed ¥
Restore Using: MName v
Restore Extension: Preserve original extension r
Transcode Using: SOF and EOF ¥
Transfer timeout: 7200
Transfer Mode: UNC Inte_r%v r
IDalaMDver Repository Path: Wiisis123\workspace3\Avi cl

MassTransit Repository Path:

13.Click OK to save and continue.

Rendition Transfer Monitoring Parameters

The following parameters under the Monitoring tab are used by Avid Interplay copy out
Unmanaged Storage Repositories:

Caution: Do not modify any parameter that does not appear in this list.

m API Protocol
Always set to UNC.
m Capture Format

Avid Interplay Unmanaged Storage Repositories that are used to receive files from
Kumulate (copy-out, check in) must have Capture Format set to MXF_OP_ATOM.

m Files Dir Enable

Indicates whether the full directory structure of the folder on the ISIS storage unit is
recreated on the cache.

Setting Files Dir Enable to YES recreates the entire directory structure on the cache.
This allows Kumulate to transcode the files and create proxies. Setting the parame-
ter to NO will only create file proxies on the cache.
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Caution: Itis strongly recommended that Files Dir Enable be set to YES when the
Unmanaged Storage Repository is configured for discovery; otherwise,
the parameter can be left set to NO.

m Monitoring

Indicates whether this Unmanaged Storage Repository is to be monitored. This
parameter must be set to OFF when the Avid Interplay location is used to receive
files from Kumulate (copy-out, check in).

m Naming Schema
Set this to UMID.

Copy In and Copy Out Transfer Parameters

The following parameters under the Transfer tab are used by Avid Interplay
Unmanaged Storage Repositories:

Caution: Do not modify any parameter that does not appear in this list.

m Capture Mode

The Capture Mode parameter specifies whether the physical file on this Unman-
aged Storage Repository is kept or deleted after its rendition is transferred to
another location.

MOVE deletes the physical file from this location after the transfer, while COPY
keeps it.

Note: Only the COPY option is implemented for Avid Interplay Unmanaged Storage
Repositories.

m Check If Sequence Online

When set to NO, Kumulate assumes the sequence to copy in from the Unmanaged
Storage Repository is online and ready to transfer.

When set to any other value, Kumulate queries the Interplay server about the state
of the sequence for each transfer.

This parameter is not case sensitive.
m Checksum Type and Checksum Validation
Rendition checksums are calculated to ensure that rendition data is not corrupted.

When a rendition is copied to the location, its checksum is calculated using the
algorithm specified by Checksum Type. If the rendition's checksum does not exist in
the database, it is added. If the rendition's checksum does exist in the database, but
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the two checksums do not match, the transfer will fail and an error will be gener-
ated.

If After Write is selected for Checksum Validation, then an additional check is made
after the rendition has been fully copied to the location. If the checksum of the writ-
ten rendition does not match the checksum in the database, the transfer will fail.

m Interplay Check In Folder

After Kumulate transfers files to the ISIS storage unit, it sends a Web Service mes-
sage to Interplay to update the Interplay folder associated with the files that have
been transferred. The Interplay Check In Folder is the fully qualified path to the
Interplay folder that is being updated. Only one folder can be updated per Unman-
aged Storage Repository.

m Folder Pattern Separator
This parameter can be left blank or set to dash (-), underscore (_), or period (.).

Used in conjunction with the Interplay Repository Folder Pattern to create the num-
bered subfolders under the Interplay Root Path.

The numbered subfolders are created and named as follows:
<repository_folder_pattern><folder_pattern_separator><number>

For example, if the folder pattern separator is an underscore (_), and the folder pat-
tern is MyFiles, folders named MyFiles_1, MyFiles_2, MyFiles_3, and so on will be
created under the root folder.

If Folder Pattern Separator is left blank, Kumulate will use MS as the separator. For
example, MyFilesMS1, MyFilesMS2, MyFilesMS3, and so on.

Note: If the Interplay Repository Folder Pattern is also left blank, Kumulate will create
folders with only numbers in their names. For example, Avid
MediaFiles\MXF\1\, Avid MediaFiles\MXF\2\, Avid MediaFiles\MXF\3\, and so
on.

m Interplay Maximum Files

This parameter is the maximum number of files per numbered subfolders. A new
numbered subfolder is created when the maximum is reached.

Note: 2500 files per folder is recommended. Avid limits the number of files per folder
to 5000. Do not set this parameter to any value greater than 5000.

m Interplay Repository Folder Pattern

This parameter is used in conjunction with Folder Pattern Separator to create the
numbered subfolders under the Interplay Root Path.

The numbered subfolders are created and named as follows:
[Interplay Repository Folder Pattern][Folder Pattern Separator][number]

For example, if Folder Pattern Separator is set to underscore (_), and Interplay
Repository Folder Pattern is set to MyFiles, folders named MyFiles_1, MyFiles_2,
MyFiles_3, and so on will be created.
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Note: If Interplay Repository Folder Pattern is left blank, Kumulate will create folders
with number names. For example, Avid MediaFiles\MXF\1\, Avid
MediaFiles\MXF\2\, Avid MediaFiles\MXF\3\, and so on.

m Interplay Root Path

The fully qualified path to the root folder on the ISIS storage unit where the
restored Master Clips are placed. The path used for the Interplay Root Path must
include Avid MediaFiles\MXF\, which is automatically created by Media Composer.

The numbered folders can be located in a subfolder of Avid MediaFiles\MXF\. The
subfolder must already exist before it can be used as the Interplay Root Path.

m Interplay WS Check In Retry Interval (sec) and Interplay WS Check In Retry Number

In the event that a transfer is not successful, the transfer will be retried Interplay WS
Check In Retry Number times, every Interplay WS Check In Retry Interval (sec). If the
transfer is still unsuccessful when Interplay WS Check In Retry Number is reached,
the transfer fails.

m Interplay WS User, Interplay WS Password, and Interplay WS Address
The connection credentials for the Interplay Web Services service.

m Interplay Work Group
The Interplay workgroup to connect to.

m Max Copy In

This only applies when the Unmanaged Storage Repository is configured for copy-
ing in files. It sets the maximum number of concurrent transfers from the Unman-
aged Storage Repository to Kumulate. The value can be between 0 and 127, where
0 means that there is no limit on the number of transfers. The default value is 0.

Note: It is strongly recommended to change this to a non-zero value.

m Max Copy Out

This only applies when the Unmanaged Storage Repository is configured for copy-
ing out files. It sets the maximum number of concurrent transfers from Kumulate to
the Unmanaged Storage Repository. The value can be between 0 and 127, where 0
means that there is no limit on the number of transfers. The default value is 0.

Note: Itis strongly recommended to change this to a non-zero value.

m Overwrite Video Server Rendition

When set to NOT ALLOWED, a transfer from Kumulate to the Unmanaged Storage
Repository will fail if the file already exists on the Unmanaged Storage Repository.

When set to ALLOWED, the transfer will overwrite the existing file on the Unman-
aged Storage Repository.
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This parameter specifies how to name the physical file when a rendition is trans-
ferred to this Unmanaged Storage Repository. There are three options for Restore

Using as follows:

Object ID The file is named using the transferred rendition's
Object ID.
Name The file is named using the transferred rendition's

Object Name.

Original Name

The file is named using the transferred rendition's
Original Name. Original Name contains the name of the
object when its source rendition was discovered.

Preserve Filenames

The file name is not modified after transfer.

The Restore Extension parameter will not be applicable
when this option is used. If the Unmanaged Storage
Repository configuration is saved after setting this
option, Restore Extension will be hidden.

Note: If the object source location used Object ID as the Naming Schema, the Object
ID, Object Name, and Original Name may be identical.

m Restore Extension

This parameter determines how file extensions are handled when files are copied
to the Unmanaged Storage Repository.

Filenames and their extensions are preserved when renditions are copied between
locations by default. The Restore Extension parameter allows extensions to be
added, removed, or replaced.

Restore Using:
Restore Extension:
Transcode Using:
Transfer timeout:

Transfer Mode:

Name v
| Preserve original extension M

Preserve original extension
Mew extension

Add extension if no originaxtensicn

DataMover Repository Path: Remove specific extension

Kumulate Administration Guide

7~
telestream

60



Unmanaged Storage Repositories
Avid Interplay Unmanaged Storage Repositories

The following Restore Extension options are available:

Value

Behavior

Preserve original extension

The extension does not change when the
file is copied to the Unmanaged Storage
Repository.

This is the default behavior.

New extension

Change the existing extension to the
specified extension.

Remove extension

Remove the extension if one exists.

Add extension if no original extension

Add the specified extension if the original
filename does not have an extension.

Remove specific extension

Remove only the specified extension and
preserve all other extensions.

The New extension, Add extension if no original extension, and Remove specific
extension work with the Extension parameter. This parameter is not visible by
default. If the Extension parameter is not visible, click OK to save the configuration,
then navigate back to the Transfer tab. The Extension parameter should now be vis-

ible.
Restore Using:
Restore Extension:

Extension:

m Extension

MName ¥
Remove specific extension v
|f

The Extension parameter works with the Restore Extension parameter to replace

file extensions when renditions are copied to the Unmanaged Storage Repository.

This parameter is not visible by default. It only becomes visible when Restore Exten-
sion is set to New extension, Add extension if no original extension, or Remove spe-
cific extension.

Note: In some cases, the configuration must be saved after selecting New extension,

Add extension if no original extension, or Remove specific extension for the
Extension parameter to become visible.

Kumulate Administration Guide

m Transcode Using

Some files may contain information at the beginning and end of the file that is not
necessarily meant to be transcoded. This happens most often with commercial
spots which can have agency information, tags, and blacks appended to the beg-
ging and the end of the advertisement. Selecting SOM and EOM prevents these
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extraneous bits from being transcoded. Additional configuration is needed to use
EOM and SOM.

When set to SOF and EOF, the entire file is transcoded.
When set to SOM and EOM, only a part of the file is transcoded.
See Start of Message Parameter for more information.
m Transfer Mode
Always set to UNC Interplay.
m DataMover Repository Path

Provides the DataMover access to the ISIS Unmanaged Storage Repository. This
must point to the location of the files on the ISIS storage unit. With copy-out
Unmanaged Storage Repositories, this path must be the same path used for the
Directory parameter under the Connection tab.

m MassTransit Repository Path

Provides HQS access to the ISIS Unmanaged Storage Repository. Allows HQS to
transcode files on the Unmanaged Storage Repository rather than on the cache.

The parameter should either point to the location of the files on the ISIS storage
unit, or it can be left blank. If this parameter is left blank, HQS will transcode files
once they are transferred to the cache.

With copy-out Unmanaged Storage Repositories, this path must be the same path
used for the Directory parameter under the Connection tab.
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Avid Unmanaged Storage Repository Metadata
Mapping

When Avid renditions are copied in to Kumulate, an AAF processor extracts metadata
and a metadata mapping assigns the extracted metadata to Kumulate metadata.

You have to manually add metadata mappings to an Avid Unmanaged Storage
Repository for the metadata extracted from the AAF to be assigned to the appropriate
Kumulate metadata.

Before mappings are added, a representative AAF file needs to be examined by the
administrator creating the metadata mappings. The AAF processor included with HQS
can be used for this purpose.

Note: The information in this section applies to all Avid Unmanaged Storage
Repositories except Avid Interplay Copy Out Unmanaged Storage Repositories.

Adding a Metadata Mapping

The metadata in an Avid rendition's AAF file can be mapped to Kumulate metadata.
These mappings must be added to the Avid Unmanaged Storage Repository after a
representative AAF file has been examined. The AAF processor installed with HQS can
be used to extract the metadata in an AAF file to an xml file.

For example:

C:\AAFFiles>aafProcessor.exe -r ExtractMetadata Sample.aaf MD_Sample.aaf.xml

Note: The aafProcessor.exe can be found on the server where HQS is installed in
C:\Program Files (x86)\Masstech\AAFProcessor\ folder.

Each xml tag in the output file is an AFF metadata and its value.

For example:

<AAFProcessor version="1.0">
[...]
<Metadata type="TVDM">
<MobAttributelList 1d="60958183-47b1-11d4-a01c0004ac969f50">
<_VERS ION>2</_VERSION>
< SERVERUSER type="”_ AttributeList”>
<Name>W0002-076</Name>
</_SERVERUSER>
< EXPORT type="” AttributeList”>
<Duration>24;35;29</Duration>
<Modified Date>7/31/2014 9:52:50</Modified Date>
<Creation Date>7/28/2014 11:52:29</Creation Date>
<CFPS>59.94</CFPS>
<Color></Color>
<End>02;52;03;01</End>
<FPS>59.94</FPS>
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<Lock></Lock>
<Offline></0Offline>
<Start>02;27;27;02</Start>
<Tracks>V1 Al-8 TCl</Tracks>
<_HEADFRAMEOFFSET>O</_HEADFRAMEOFFSET>
< HEADFRAMEIMAGE type="Unknown”>
ccaa’73d1-£538-11d3-a081006094eb75cbh
</ HEADFRAMEIMAGE>
</ EXPORT>
</MobAttributeList>

</Metadata>

[...]

</AAFProcessor>

The metadata tags in the output file correspond to a point-separated Location

Metadata ID.

For example:

<metadata><mobAttributList><export><start>

corresponds to

metadata.mobAttributeList.export.start

<Metadata type="TVDM">
<MobAttributelList 1d="”60958183-47b1-11d4-a01c0004ac969£f50"”>

[...]

< EXPORT type="” AttributelList”>

[..]

<Start>02;27;27;02</Start>

[..]

</ EXPORT>
</MobAttributeList>

</Metadata>

Kumulate Administration Guide

Metadata Mapping List

metadata.userComments.name

metadata.mobAttributelist.export.duration
metadata.mobAttributelist.export.video
metadata. mobAttributelist.export.cfps

metadata.mobAttributelist.export.end

fmetadata.mobAttributeList.export.stare ||
Modified By
Video ID

metadata.timecodelnfo.cfps
metadata.timecodelnfo.start
metadata.timecodelnfo.end
metadata.timecodelnfo.duration

extractGroup.name

0000000000000

extractGroup.metadatalD.type

SISSIsIsIsIIsIsIs s IS
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Use the following procedure to add a metadata mapping to an Unmanaged Storage
Repository:

1. Click the Location Metadata Mapping button on the Unmanaged Storage
Repository Configuration page.
Storage Location Configuration

Storage Location Configuration

DEFAULT METADATA PROFILE. || RESTORE PROFILE INFORMATION l!’.!'e\!'.lﬂ" METADATA MAPPING,

2, Click Add Mapping to add default metadata mappings.
[

ADD METADATA MAPPING. | ADD MAPPING
Metadata Mapping List
Actions Location Metadata ID

3. The default metadata mappings are loaded and added to the Unmanaged Storage
Repository as shown in the following figure:
Metadata Mapping List

Actions Location Metadata ID MASSSTORE METADATA ID Mapping Type

9 e metadatauserComments.comments Assar/Defauk/program_notes Diraet
6 o metadatamobAttributelist.export.chps Instance/Defaul/Videa Standard Mapped value
0 e metadatamobAttributelist.export.start Instance/Defaul/S0M Direct
@ 0 metadatasimecodelnfo cips Instance/Defauk/Video Standard Mapped value
0 Q extractGroup.metadatalD.type Instance/Defauk/media_type Mapped value
0 Q metadatamobAttributelist.export.vides Instance/Default/Videa Format Direct
9 Q meadatarimecodelnfo duration Asser/Dafauk/Duration Direct
0 0 extractGroup.name Asset/Defauk/Display Name Direct
0 Q metadata.userComments.name Asset/Default/Tile Direct
9 0 metadatamobAtirbutelist.export.duration Asser/Defauk/Duration Direct
0 0 metadatamobAttributelist.export.end Instance/Defauk/EOM Direct
0 Q metadatatimecodelnfostant Instance/Default/SOM Direct
@ 0 meadatatimecodelnfo.end Instance/Defaul/EOM Direct

The default metadata mapping is different for Avid Standalone and Avid Interplay
locations.

The metadata mapping table has three columns:

Column Description

Location Metadata ID The path to the metadata in the AAF file.

KUMULATE METADATA ID | The Kumulate metadata that will be assigned the AAF
metadata.

Mapping Type Can be Direct or Mapped.

If the metadata is Mapped, the metadata in the AAF file is
mapped to a value that is then used as the Kumulate
metadata; otherwise the metadata in the AAF file is
assigned to the Kumulate metadata directly.
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The default metadata mapping may not correspond to the actual metadata in the AAF
file, or the user may prefer that some metadata be mapped differently from the default.

If a metadata mapping needs to be changed, it can be modified by clicking the pencil
icon.

For example, if the Object/Default/Title Kumulate metadata needs to get its value from
extractGroup.name rather than from metadata.userComments.name as set by default,
click the pencil icon next to that line.

( ADD METADATA MAPPING .
Metadata Mapping
Actions Location Metadata 1D

metadata.userComments.comments Asset/Asset Information/Program Motes

metadata.mobAttributelist.export. duration Asser/Asset Information/Duration
Modify Metadata Mapping Asset/Avid Metadata/Video Id
matacata.umecodelnto, duration Assat/Assar Information/ Duration
@ o extractGroup.name Azzet/Aszet Infarmation/ Name
6 0 metadata.mobAttributelist.export. video Instance/Video/Video Format

The Modify Metadata Mapping page will show the current metadata mapping.

Location Metadata Mapping

Location Metadata ID:

metadata.userComments.name ¥ < Required
MassStore Metadata ID: .
Asset/Asset Information/Asset Id ¥ | < Required

Mapping Type:
Direct ¥ < Required

Both the Kumulate and the Location Metadata IDs can be modified. However, if both
the Kumulate metadata and the AAF metadata need to be modified, a new metadata
mapping should be created instead.

In the following example only the Location Metadata ID needs to be modified:

Select extractGroup.name from the Location Metadata ID pull down menu as shown.
Location Metadata Mapping

Location Metadata ID:
metadata.userComments.name ¥ | < Required
Created By a
Creation Date < Required
Duration
End “

Media File FOrmat @
Media Size h

Media Status

Modified By
Modified Date
Moniker _
Start |

Source ID

Tracks
Version | 7777777

Comment

extractGroup.name

extractGroup.metadatalD.type k

extractGroup.metadatalD.typeString

metadata.userComments.name ¥

________
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Note: If the AAF metadata that needs to be mapped is not in the pull down menu, it
can be added manually.

Creating a New Metadata Mapping

If an additional metadata mapping between location metadata and AAF metadata, it
can be created and added to the list of metadata mappings.

Note: The AAF metadata must already exist in the Kumulate Metadata ID pull down
menu. If the metadata does not exist in the drop down menu, it must be
added.

Use the following procedure to create a new metadata mapping:

1. Click Location Metadata Mapping from the Unmanaged Storage Repository
Configuration page.
Storage Location Configuration

(coerAuiT METADATA PROFLLE. ) [ RESTORE PROFILE INFORMATION =

Storage Location Configuration

1{, LocaTion METADATA HAPRING,

2. Click Add Metadata Mapping on the Metadata Mapping page.
[ A00 meTaonTa MaprinG. [ oELETE HABPING ]

Metadata Mapping List

---- Metadata ID
00 metadata.userComments.comments
OQ metadata.userComments.name
00 metadata. mobAttributelist.export.duration
00 metadata.mobAttributelist.export.video
00 metadata.mobAttributelist.export.cfps
Go metadata.mobAttributelist.export.end
06 metadata.mobAttributelist.export.start
O nodried by
0O vieor0
00 metadata.timecodelnfo.cfps
60 metadata.timecedelnfo.stant
@o metadata.timecodelnfo.end
00 metadata.timecodelnfo.duration
oe extractGroup.name

@0 extractGroup.metadatalD.type

! ADD METADATA MAPPING | DELETE MAPPING |
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3. Select the AAF file metadata from the Location Metadata ID pull down menu.

Location Metadata ID:

Video ID ¥ | < Required
metadata.mobAttributeList.export.videc -
metadata.mobAttributeList.export.modifiedDate < Required

metadata.mobAttributeList.export.creationDate
metadata.mobAttributeList.export.audioFormat
metadata.mobAttributeList.export.cfps
metadata.mobAttributeList.export.color
metadata.mobAttributeList.export.colorFraming
metadata.mobAttributeList.export.drive
metadata.mobAttributeList.export.end
metadata.mobAttributeList.export.fps k
metadata.mobAttributeList.export.knDur

metadata.mobAttributeList.export.lock -

metadata.mobAttributeList.export.markIn
metadata.mobAttributeList.export.markQut
metadata.mobAttributeList.export.cffline

metadata.mobAttributeList.export.start

metadata.mobAttributeList.export.tape

metadata.mobAttributeList.export.tracks
metadata.mobAttributeList.export.headFrameOffset
metadata.mobAttributeList.export.headFrameImage =

4, From the Kumulate Metadata ID pull down menu, select the Kumulate metadata
that will be assigned the AAF metadata.

Location Metadata Mapping

Location Metadata ID:

\ metadata.mobAttributeList.export.fps ¥ < Required
MassStore Metadata ID:

Asset/Asset Information/Asset Id ¥ | < Required
Instance/Summary/Instance Format -

Instance/Summary/Instance Status
Instance/Summary/Last Update
Instance/Summary/Name
Instance/Summary/SOM
Instance/Summary/Storage Location Name
Instance/Summary/Storage Media _
Instance/Summary/Storage Unit 1d

Instance/Summary/Wrapper ‘

Instance/Video/AFD
Instance/Video/Aspect Ratio
Instance/Video/Chroma Format

Instance/Video/Frame Rate ‘
Instance/Video/Gop Structure k ________
Instance/Video/Scan Mode

Instance/Video/Video Bitrate
Instance/Video/Video Format
Instance/Video/Video Height
Instance/Video/Video Standard
Instance/Video/Video Width ]

5. Select the mapping type from the Mapping Type pull down menu.

Location Metadata ID:

| metadata.mobAttributeList.export.fps
MassStore Metadata ID:

I Instance/Video/Frame Rate

Mapping Type:
Direct ¥ | < Required

i CH (|
Date

Mapped value *
Unix Timestamp
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6. With the Date mapping type, the date format must also be selected.

Mapping Type:
Date v | < Required

Date Format:
-
® year month day
'~ month day year

") year day month

- day month year

On the Add New Mapping Attribute page, add the expected value from the AAF in
the Location Value text box, and add the value to use in the Kumulate metadata in
the Kumulate value text box.

Add New Mapping Attribute

Location: AVIDSTANDALONE

Ok
data Mapping Attribute

Location value:
23.876 < Required

MassStore value:
24 < Required

7. Click OK to save.
8. Click OK to save. The mapping will appear in the Metadata Mapping List.

Metadata Mapping List

) © | meadmamobanriburelist.exportstart Instance/Defauk/SOM Direct

) )  resdsazimecsdeinfocfos Instance/Dafauls/Vides Standard Mapped value

00 metadats.userComments. comments Asser/Defaul/program_nctes Direct

0 o metadata.mobArtributelist.export.cfps Instance/Defauk/Video Standard Mapped value
metadata.timecodelnfo.duration Asset/Default/Duration Direct
matadata.mobAttributelist.export fps Instance/Defauk/Frame Rate Mapped vakie I
wxtraciGroup.metadatall.cype Instance/Defauk/media_type Mapped value

0 o metadaa.mobActributelist.expor.vides Instance/Defauk/Video Format Direct

09 metadata.mebArtributelist.export. duration Asset/Default/Duration Direct

) O  mesdaasimecodsinfo.end Instance/Defauk/EOM Direct

Oo metadata.mobactributelist.export.end Instance/Defauk/EOM Direct

00 metadatatimesodelnfo.start Instance/Defauk/SOM Direct

00 extraczGroup.name Asset/Defauk/Display Name Direct

oo metadata.userComments.name Asset/Defaul/Tile Direct

The Kumulate metadata will now be populated using the information extracted from
the AAF file.
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Adding AAF Metadata

When a new metadata mapping is created, metadata from the AAF file is mapped to
Kumulate metadata. The available AAF metadata is visible from the Location Metadata

ID pull down menu.

Location Metadata ID:

\ Video ID v ! < Required
metadata.mobAttributeList.export.video -
| metadata.mobAttributeList.export.modifiedDate < Required

| metadata.mobAttributeList.export.creationDate
| metadata. mobAttributeList.export.audioFormat

| metadata.mobAttributeList.export.cfps

| metadata.mobAttributeList.export.color

| metadata.mobAttributeList.export.colorFraming
| metadata.mobAttributeList.export.drive

| metadata.mobAttributeList.export.end

metadata.mobAttributeList.export.fps *
| metadata.mobAttributeList.export.knDur

| metadata.mobAttributeList.export.markin

3 metadata.mobAttributeList.export.lock -

| metadata.mobAttributeList.export.markQut

| metadata.mobAttributeList.export.offline

| metadata.mobAttributeList.export.start

| metadata.mobAttributeList.export.tape

! metadata.mobAttributeList.export.tracks
| metadata.mobAttributeList.export.headFrameOffset
| metadata.mobattributeList.export. headFramelmage

If the AAF metadata needed for the mapping is not in the pull down menu, it can be
added by modifying AVID_UNC_location_metadata.properties and aaf-xml-
entries.xml.

Use the following procedure to add the AAF Metadata:

1.

2.
3.

Y

N

On the Kumulate server host, change directory to C:\Program Files\Apache Software
Foundation\Tomcat 8.5\webapps\montana\WEB-INF\classes\.

Open the AVID_UNC_location_metadata.properties file.
Convert the metadata xml tags in the AAF file to a point-separated name.

For example, the AAF metadata xml path <metadata><slots><Descriptive-
Marker><UserComments><Comment> corresponds to
metadata.slots.DescriptiveMarker.UserComments.Comment.

Add the point-separated AAF metadata ID to the list of IDs:
metadata.mobAttributelList.systemColumnData.columnVideoFileFormat
metadata.timecodelnfo.duration

metadata.timecodelnfo.cfps

metadata.timecodelnfo.start

metadata.timecodelnfo.end
metadata.slots.DescriptiveMarker.UserComments.Comment

Save AVID_UNC_location_metadata.properties.

Open aaf-xml-entries.xml (located in the same directory), and create an entry for the
new Location Metadata ID.

Each Metadatalnfo entry in the aaf-xml-entries.xml file associates the point-
separated name used in the Location Metadata ID field with the xml path in the
AAF file.

~
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8. For example, to add metadata.slots.DescriptiveMarker.UserComments.Comment,
add the following at the end of the file, before the </Metadatalnfo> closing tag:

<MetadataInfo>
<MetadataName>
metadata.slots.DescriptiveMarker.UserComments.Comment
</MetadataName>
<Type>TEXT</Type>
<Tag>
/Metadata[0]/Slots[0]/DescriptiveMarker[0]/UserComments[0]/
Comment [0]
</Tag>
</MetadataInfo>

9. Save aaf-xml-entries.xml.

10. Stop and start the Tomcat server to restart Kumulate.

Configure... Configure...
Start service Start service
Stop service ‘ Stop service
Thread Dump by Thread Dump
Exit Exit

About About

11. The newly-added metadata ID will now appear in the pull down list.

-
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Omneon FTP Unmanaged Storage Repositories

Note: Omneon Spectrum and Media Deck are now known as Harmonic Spectrum
Family. However, the configuration name for this type of Unmanaged Storage
Repository remains Omneon FTP, and the capture type remains OMNEON.

An Omneon FTP Unmanaged Storage Repository consists of a Harmonic Spectrum
video server, or an Omneon Spectrum or Media Deck video server, connected to a
Kumulate server through location on an FTP server. Kumulate monitors the FTP server
location for new renditions.

File and Folder Formats

An Omneon FTP Unmanaged Storage Repository only supports reference MOV files. A
reference MOV file is essentially a file containing a list of MOV files. The MOV files in the
list are stored in a separate directory.

When Kumulate discovers a reference MOV file, Kumulate transfers the file, opens it to
obtain its list of files, then copies in the files in the list.

Files that are transferred from Kumulate to the video server are also placed on the FTP
server.

The reference MOV files are generally located under the clip.dir directory. The media
files referenced by the MOV files are located in the clip.dir/media.dir directory.

Configuration

An Omneon FTP Unmanaged Storage Repository is typically configured as both a copy-
in and a copy-out location. Each Omneon FTP Unmanaged Storage Repository is
configured to discover MXF, self-contained MOV, or reference MOV files. An Omneon
FTP Unmanaged Storage Repository can handle either self-contained MOV files or
reference MOV files, but not both.

Use the following procedure to configure an Omneon FTP Unmanaged Storage
Repository:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite ' ASSET Enter search term 2

AISTATUS By ADMINISTRATION ELASTICSEARCH CLUSTERS \ ADOBE SETTINGS

2, Select Locations > Storage.

D wviedla Mianagemeni- !: Locatons - aContent~

¥
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3. Create a new Unmanaged Storage Repository by clicking the Add New Location
button.

Storage Location Manager

ARG KEW LOCATION

(@ Tama Returnad)

(0 Items Raturnad) [ Restone prorie meormaTion ) (L aErRESH )

4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

Location ID:

|OMNEONFTP | < Required

Location Description:
Omneon FTP Storage Location

Location Type:
Video Server ¥

5. Select the Monitoring tab and set Capture Format to OMNEON.
Connection Dizcriminators Transfer N
APT HostName: OMNEQNFTP |
API Protocol: FTF ¥ |
Capture Format: | OMMEON r |

6. Click OK to continue and you will be returned to the Connection tab.

Enter the FTP credentials in the text boxes. The Directory parameter must point to
the FTP root directory. Extract Metadata must be set to NO.

Maonitoring Dizcriminators Transfer b
Extract Metadata: NO ¥
FTP Port: 21
Directory: fOMNEUN,f
HostMName: 10.1.4.123
Use Passive Mode (if server v
supports it):
Password:
User: anonymaous

7. Active FTP is used by default. Set Use Passive Mode (if server supports it) to YES to
use passive FTP.
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Note: The FTP connection will default back to Active if the Passive FTP connection
fails.

8. Click OK to continue. A warning will appear asking if you want to submit the
change to the Unmanaged Storage Repository. Click OK to continue and you will be

returned to the Connection tab.
WARNING

As you are changing the type and/or capture format

you should also review the Storage Location Profiles.
Do you want to submit the changes?

@

9. Navigate to the Monitoring tab and set APl Hostname, Clip Dir (Omneon), Files Dir
Enable, Files Patterns (Include), Media Dir (Omneon), and Monitoring.

Connection Discriminators Transfar -

API HostName:

API Protocol: LiL S
Capture Format:
Check Asset Unigueness: NO ¥
I Clip Dir (Omneon): Clip.dir I
Date Format: MM/ ddyyyy ¥
Delete From Video Server: Mot Allowed ¥
Delete timeout: 30 |
Delete Content From Archive: | NO ¥
Discovery Iterations: Single Step ¥
Export Metadata: NO

—
I Files Dir Enable: YES ¥
Files Patterns (Include): = MXF*.MOV

Files Patterns (Exclude):

Ignore List:

Import Metadata: NO ¥ |
I Media Dir (Omneon): Clip.dir/Media.dir

Monitor Timeout {(min):

Monitoring: oM r

Naming Schema: A
Polling Begin Time: 0

Polling End Time: 24

Polling Interval(sec): 0

Release State: Ignore ¥
Type Of Content: v
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Parameter Description

APl HostName The FTP hostname or IP address. Must be the same as that
used under the Connection tab.

Clip Dir (Omneon) The FTP folder used for the clip files. This directory contains
the MXF and MOV files, including reference MOV files. The
folder will generally be named clip.dir.

Files Dir Enable Must be set to YES.

Files Patterns (Include) | The file type extensions to discover on the Unmanaged
Storage Repository. The extensions should be separated by
a comma (,) if both MXF and MOV files will be discovered.

Media Dir (Omneon) | The FTP folder for media files referenced by the reference
MOV files. The folder will generally be named
clip.dir\media.dir.

Monitoring Set Monitoring to ON.

See Monitoring Parameters and Transfer Parameters for the complete list of applica-
ble parameters.

10. Click OK to save the configuration.

Monitoring Parameters

The following parameters under the Monitoring tab are used by Omneon FTP
Unmanaged Storage Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m APl HostName

The IP address of the FTP server.
m API Protocol

Always set to FTP.
m Capture Format

Omneon FTP Unmanaged Storage Repositories must have Capture Format set to
OMNEON.
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m Clip Dir (Omneon)

This is the FTP directory used for the clip files. This directory contains the MXF and
MOV files, and includes the reference MOV files.

The MXF and MOV files (including reference MOV files) are typically kept in the
clip.dir directory. This directory may be different in certain configurations. The files
referenced by reference MOV files are stored in a subdirectory. The Media Dir
(Omneon) parameter must point to this directory.

m Delete Content From Archive

Delete Content From Archive sets whether an object's archived renditions are
deleted when the physical rendition on the Unmanaged Storage Repository
changes.

When a rendition changes on an Unmanaged Storage Repository, the existing ren-
dition is deleted and replaced with the changed rendition.

Setting Delete Content From Archive to YES will also delete all renditions located on
Managed Storage Repositories when the physical rendition on the Unmanaged
Storage Repository changes.

If the Delete Object With No Renditions parameter in the Object Manager module
is set to ON, and the object does not contain any other Unmanaged Storage Repos-
itory Renditions in addition to the one that has changed, the object will be deleted
and a new object will be created for the changed rendition.

Delete Content From Archive is set to NO by default.

Note: Delete Content From Archive has no effect when discriminators are used by the
location.

m Delete From Video Server

Allows the deletion of files from the Unmanaged Storage Repository after they
have been copied in to Kumulate.

m Delete Timeout
The amount of time to wait for a file to be physically deleted from the video server.

If the timeout is reached and the file has not been deleted, the operation fails and
the file will no longer be visible. However, it may remain in an unusable state on the
video server.

m Files Dir Enable

Indicates whether the full directory structure of the folder on the FTP server is rec-
reated on the cache.

Setting Files Dir Enable to YES recreates the entire directory structure on the cache.
This allows Kumulate to transcode the files and create proxies. Setting the parame-
ter to NO only creates file proxies on the cache.

Note: Files Dir Enable must be set to YES in Omneon FTP Unmanaged Storage
Repositories.
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m Files Patterns (Include)

The file type extensions to discover on the Unmanaged Storage Repository and
must be set to MOV. This value is used to populate the wrapper metadata.

m Ignore List

Kumulate will not copy-in any files that appear in this list. Ignore List can either be a
list of filenames or a regular expression.

m Media Dir (Omneon)
The FTP directory used for media files referenced by reference MOV files.

The MXF and MOV files (including reference MOV files) are kept in the Clip Dir
(Omneon). The MOV files referenced by the reference MOV files are kept in a subdi-
rectory of this directory; typically named media.dir.

m Monitoring
Specifies whether Kumulate is monitoring the location to discover and copy in new
renditions.

Omneon FTP Unmanaged Storage Repositories are generally used to both copy-in
and copy-out media. Therefore, Monitoring is set to ON. It should only be set to OFF
if the Unmanaged Storage Repository will not be used to discover and copy-in ren-
ditions.

m Naming Schema
Determines how the Object ID is set upon discovery.

Object ID sets the Object ID to the root filename of the discovered rendition. In this
case, the Object Name, Object ID, and Original Name of the object will be identical.

UMID sets the Object ID to a unique UMID. This ensures unique names for all
objects. The Object Name will still be the root filename of the discovered rendition.

Note: Neither rendition nor object discriminators can be used when Naming Schema
is set to Object ID.

m Polling Begin Time, Polling End Time, Polling Interval(sec)
Controls the frequency at which Kumulate polls the FTP server.

Polling Begin Time and Polling End Time instruct Kumulate to poll the Unmanaged
Storage Repository only between Polling Begin Time and Polling End Time. These
parameters are based on the 24-hour clock, and can only be set to hours.

Polling Interval(sec) instructs Kumulate to poll the Unmanaged Storage Repository
every specified number of seconds. The interval begins when the discovery opera-
tion ends. The minimum value for this interval is 10s. Setting this parameter to 0
effectively sets it to 10s.

Transfer Parameters

The following parameters under the Transfer tab are used by Omneon FTP Unmanaged
Storage Repositories.
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Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m Capture Mode

The capture mode specifies whether the physical file on this Unmanaged Storage
Repository is kept or deleted after its rendition is transferred to another location.

MOVE deletes the physical file from this location after the transfer, while COPY
keeps it.

m Checksum Type and Checksum Validation
Rendition checksums are calculated to ensure that rendition data is not corrupted.

When a rendition is copied to the location, its checksum is calculated using the
algorithm specified by Checksum Type. If the rendition's checksum is not already in
the database, it is added. If the rendition's checksum is already in the database, but
the two checksums do not match, the transfer will fail and an error will be gener-
ated.

If After Write is selected for Checksum Validation an additional check is made after
the rendition has been fully copied to the location. If the checksum of the written
rendition does not match the checksum in the database the transfer will fail.

m File info command

The FTP command to use to determine whether a file is on an FTP server.

Note: Do not change the value from the default unless the FTP command results in
errors.

m Max Copy In

Only applies when the Unmanaged Storage Repository is configured for copying in
files, and sets the maximum number of concurrent transfers from the Unmanaged
Storage Repository to Kumulate.

The value can be between 0 and 127 where 0 means that there is no limit on the
number of transfers.

The default value is 0.

Note: It is strongly recommended to change this to a non-zero value.

m Max Copy Out

This parameter only applies when the Unmanaged Storage Repository is config-
ured for copying out files, and sets the maximum number of concurrent transfers
from Kumulate to the Unmanaged Storage Repository.

The value can be between 0 and 127 where 0 means that there is no limit on the
number of transfers.

The default value is 0.
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Note: Itis strongly recommended to change this to a non-zero value.

m Overwrite Video Server Rendition

When set to NOT ALLOWED, a transfer from Kumulate to the Unmanaged Storage
Repository will fail if the file already exists on the Unmanaged Storage Repository.

When set to ALLOWED, the transfer will overwrite the existing file on the Unman-
aged Storage Repository.

m Restore Using

This parameter specifies how to name the physical file when a rendition is trans-
ferred to this Unmanaged Storage Repository. There are four options as follows:

Object ID The file is named using the transferred rendition's Object ID.
Name The file is named using the transferred rendition's Object Name.
Original Name The file is named using the transferred rendition's Original

Name. Original Name contains the name of the object when its
source rendition was discovered.

Preserve Filenames | The filename is not modified after transfer.

The Restore Extension parameter will not be applicable when
this option is used. If the Unmanaged Storage Repository
configuration is saved after setting this option, Restore
Extension will be hidden.

Note: If the object source location used Object ID as the Naming Schema, the Object
ID, Object Name, and Original Name may be identical.

mTranscode Using

Some files may contain information at the beginning and end of the file that is not
necessarily meant to be transcoded. This happens most often with commercial
spots which can have agency information, tags, and blacks appended to the beg-
ging and the end of the advertisement. Selecting SOM and EOM prevents these
extraneous bits from being transcoded. Additional configuration is needed to use
EOM and SOM.

When set to SOF and EOF, the entire file is transcoded.
When set to SOM and EOM, only a part of the file is transcoded.
See Start of Message Parameter for more information.
m Transfer Mode
Always set to Direct FTP.
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Pitchblue FTP Unmanaged Storage Repositories

A Pitchblue Unmanaged Storage Repository consists of an FTP server connected to
Kumulate. Kumulate monitors the FTP server for new files and pulls them in. Pitchblue
Unmanaged Storage Repositories are purely used to discover and copy-in objects.

Two new options have been added to the Pitchblue Unmanaged Storage Repository
configuration in Kumulate 3.0 to enable the centralized ingest and subsequent
distribution to local Kumulate systems. The new options are named Find Media from
XML and Rendition Format.

The Find Media from XML parameter was added to configure the media path discovery
method. If the parameter is set to YES, Kumulate will extract the discovery file and
media path from the XML file. If the parameter is set to NO, Kumulate will look for these
files in the path specified in the XML Path parameter (similar to BXF/EXTREMEREACH).

» The xml files in XML Path are monitored; this can be a relative or absolute path from
the FTP Connection directory.

» The connection directory is scanned for files matching the name of the XML file
(excluding the extension).

- Allfiles in the directory are iterated if there are wildcards in the extensions of the
File Patterns (Include) setting.

— If there are only explicit extensions, Kumulate will attempt to find only files with
the xml file’s name with the explicit extension; this is faster than iterating all files.

The Rendition Format parameter provides the option of different rendition formats to
support configurations where content is transcoded before it arrives in the Kumulate
Unmanaged Storage Repository. The available values are as follows:

e PITCHBLUE (this is the default value)
o MXF

« QT

 MP4

o MPEG2TS

o MPEG2PS
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Storage Location ID:
| PITCHBLUE

AP HostName
API Protocal
Rename asset to:

Capture Format

Attach XML to asset:

Check Asset Uniqueness:
Type Of Content:

Date Format:

Delete From Video Server
Delete Content From Archive
Delete timeout:

Discovery Tterations
Exclude EOM from duration.
Files Dir Enable

Files Patterns (Include)
Files Patterns (Exclude):

Set ISCI as Title for Commercial segments:
Ignore list:

[Find Madia From XML
Monitor Timeout (min ):
Monitoring
Naming Schema

[anstance Format:

Polling Begin Time:
Polling End Time:

Polling Interval(sec):

File and Folder Formats

Connection Discriminators

[YES v]

Unmanaged Storage Repositories

Pitchblue FTP Unmanaged Storage Repositories

Transfer '-

|delll |
|FTP ~|

| Short Name + Episode Number

| PITCHBLUE v

| YES v |

|NO |

| SYNDICATED ~|
| MM/dd/yyyy v |

| Not Allowed v |

|NO ~|

|20 |
| Single Step |

| YES ~|

|NO v |

|5 |
| |
| YES % |

|2 ]

_[PITCHBLUE ¥ ]

0 |
24 |
0 |

The physical FTP server Unmanaged Storage Repository is used to receive content
from content creators. This content is discovered and copied in by Kumulate.
Renditions are never transferred to Pitchblue Unmanaged Storage Repositories.

Pitchblue Unmanaged Storage Repositories expect each media file to have a
corresponding formatsheet file. The formatsheet file is an xml file that contains
information on how to segment their associated media files. It can be saved as an
attachment by using the Attach XML to Object parameter.

The root FTP directory will contain two subdirectories: content and xml. The media files
are located under the content directory and may contain several subdirectories. The
formatsheets are located in the xml directory. These are searched recursively by

Kumulate for media files.

Note: If a media file does not have a corresponding formatsheet file, the file will not
be copied in, and no new object will be created.

Kumulate Administration Guide

7~
telestream

81



Unmanaged Storage Repositories | 82
Pitchblue FTP Unmanaged Storage Repositories

Configuration
1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite e :

STATUS ~ {ey ADMINISTRATION L/ H CLUSTERS ADOBE SETTINGS

2. Select Locations > Storage.

& Media Management~ B Locations~  ‘@rContent~

Storage

Archive I}

3. Create