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Telestream Contact
Information

To obtain product information, technical support, or provide comments on this guide,
contact us using our web site, email, or phone number as listed below.

Resource

Contact Information

Kumulate Technical
Support

Web Site:

https://www.telestream.net/telestream-support/kumulate/
support.htm

Support Email: cmsupport@telestream.net

Phone (USA): (888) 827-3139

Phone (International): +1 (905) 946-5701

Depending on your support contract and problem severity, we

will respond to your request within 1-2 business hours.

« Standard Support hours for customers are Monday - Friday,
9am to 5pm local time.

« Gold Support hours for customers are 24/7.

Telestream, LLC

Web Site: www.telestream.net
Sales and Marketing Email: info@telestream.net

Telestream, LLC
848 Gold Flat Road, Suite 1
Nevada City, CA USA 95959

International

Web Site: www.telestream.net

Distributor See the Telestream Web site for your regional authorized
Support Telestream distributor.
Telestream Email: techwriter@telestream.net

Technical Writers

Share comments about this or other Telestream documents.
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Overview

This book gives a basic understanding of system functionality and detailed instructions
for configuring Kumulate 2.2. It guides System Administrators through initial Kumulate
system configuration, daily operations, and routine maintenance.

m Overview
m New Terminology
m System Requirements

m New Features and Functionality
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Overview

Overview

Kumulate is a Content Application enabling locating and working with videos remotely,
from any computer on your network. Administrators monitor and maintain the system
and user accounts with minimal effort from anywhere they have access to your
network.

You access Kumulate through a web browser using the HTTPS protocol. Some of the
advantages of a web-based interface include:

* No client software installation required

» A browser-based Content Application can be accessed from anywhere on the net-
work

» No client application configuration is necessary

* No client updates are required

Using Kumulate you can:
» Search for video clips by file name, date, category, and format
» Define metadata fields that support search

» Use advanced search operations to hone searches for specific criteria. For example,
you can search for video clips of farm animals in the United States, but not in
Nebraska or Kansas.

» Review located clips using the built-in media player

o Extract selected frames, add them to a list of related clips, forward them to editing
applications, or arrange them for distribution

* Administrators can assign a default set of pinned metadata fields

Kumulate Administration Guide telestream
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New Terminology

The following terminology has been updated to reflect standardization efforts across
all Kumulate and DIVA applications. There will be some variations in the documentation
compared to the interface until everything is switched over to the new terminology;
the documentation uses the new terms wherever possible.

Storage Location is now called Unmanaged Storage Repository
Archive Location is now called Managed Storage Repository
Federation is now called Multi-Site Federation

Asset is now called Virtual Object

Instance is now called Rendition

System Requirements

The following system requirements must be up to date before installing or using
Kumulate 2.2:

SPTI must be installed on the Kumulate Server host.

MMP users that require searching by Virtual Object alias (Virtual Object name) need
to set Use Alias on MMP query to YES.

MTE (formerly HQS) version 2.0.0 is required for full functionality. When using MTE/
HQS, ensure that the Kumulate XMTI ML partial restore supported formats field has
been updated to include MXF and QT

Avid Interplay must be configured through Interplay Web Services.

Harmonic Spectrum Family (formerly Omneon Spectrum and Media Deck) firm-
ware is supported up to version 8.3 on 64bit Kumulate systems.

Grass Valley K2 is supported up to version 3.2.74 build 1060.

Support is available for T10KC drives in Oracle StorageTEK libraries. Backward com-
patibility is preserved for T9840A, T9840B, T9840C, T9940A, T9940B, and T10000A
drives.
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New Features and Functionality

The following new features and functionality were introduced in Kumulate release 2.2.
Refer to the Kumulate 2.2 Release Notes for additional fixes applied to this release.

Recovering Content from Tapes

When Kumulate’s database is compromised and cannot be recovered, content written
to tapes is lost. However, the files are still there and by “scanning” the tapes for them,
whole asset instances can be recuperated and inserted into the database, making the
content available again.

See Recovering Content from Tapes.

Add Alias Indicators to the Index Management Page

Index Alias Indicators are now displayed to the left of the Status on the Index
Management page. This is useful for viewing if an index has an alias associated with it
without having to enter Kibana and use the API for diagnostics purposes.

See Index Alias Indicators.

Expose Bulk Processor Configuration for Indexing Process

Added a new section in Elasticsearch Cluster configuration in order to configure the
bulk processor settings.

See Bulk Processor Configuration.
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Cluster Configuration and
Failover

In a clustered configuration, two Kumulate servers are connected to each other to
ensure redundancy and continuation of business. The two clustered servers operate as
a Master and Backup. Services are installed on both servers, but only run on the Master
server. During failover, services are shut down on the Master and restarted on the
Backup.

Kumulate cluster services are managed using the Windows Failover Cluster Manager.
Services can be failed over either from the Kumulate Web Interface, or from the Master
or Backup server using Windows Failover Cluster Manager.
This chapter includes the following information:

m Failover using the Web Interface

m Windows Failover Cluster Manager

m Cluster Internal DataMover
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Failover using the Web Interface

Failover using the Web Interface

Use the following procedures to failover Kumulate to or from the Master Server:
1. Open the Kumulate web interface in your browser and log into the system.

2. Select System in the right frame of the Kumulate interface.

= kumulite

DASHBOARD + 80RO {230

EXTRA TEASE :15
SHOW ¥ 21092
1234

- o L
A DX\ e R A

( STANDRY 01 vy r o4 WARy e
NE-VEN.  gabi_spera_same S172-6REECE-POL

3. Select Administration.

= kumuste [8)/8]/=] (TR A s

STATUS G ADMINISTRATION ELASTICSEARCH CLUSTERS ADOBE SETTINGS

4. Select DRAC Control> Cluster Information.
< DRAC Control~
Data Mowver Information
Transfer Engine Information
Transcode Engine Information gt

Cluster Information @

5. The Master and Backup servers will be listed in the information as shown in the
following figure.

Cluster Information

e

6. Click the Play button next to the Backup Server Name to trigger the failover.

15
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Failover using the Web Interface

7. Click OK when the confirmation dialog appears.
Validation Confirmation

@ Are you sure you want to make this node a Master?

8. Kumulate will be unavailable after clicking the OK button. It will remain unavailable

until all services have been failed over. The failover process takes approximately
three minutes.

9. Reload the web page. When Kumulate comes back online the server roles will be
reversed and the failover is complete.

ions Cluster Member 1D Status  Station User
0 o elm_IRONMAN Backup IRONMAN ousr_IRONMAN
0O © n_tronrsr Master TRONFIST usr_IRONFIST
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Windows Failover Cluster Manager

Windows Failover Cluster Manager

Use the following procedure to failover services from the Windows Failover Cluster
Manager.

1. Log in to either the Master or Backup server and open Windows Failover Cluster

]
| e ction Verw . Help
les nlr B
] Faslover Chaiter Manager Actions
+ 'L%urnv:;l:nnnr_hh:ml s e vk =Bl | Rotes. .
3 Moder Mame = S T Ovrar Mode B5 Configure Rolk...
¥ i Terage B M5 Service (#) Furring Other fonkan Wirtunl Machines...
1 Birtwntks B oo e
[ Custer bvents B Creste Epty Rate
View
i Refresh
H =l
£ ] 5 § Gawet Ruin
=3 i opRole
NN ) M Seem Fridemnd Corws: vt | | op paowe +
e o W Change Starsup Priority |
B infeemation Dwiads
Floles: i
L Apachs Temeat B0 Temeald () Grine [ Show Crtical Baents
| posigrmsgaii a4 () Orine & add Denge
Soge B Add Resgurce »
% Ji Cuter Lk 2 (&) Cvine BY More Actions ¥
Ak Plmcanoms W Remoe
% P Addees 052 () Orine S Pioperies
Help
< -
Gumemary| Fessuscen

2. Right-click the cluster service named either MS_Services or MS_Service.
3. Select Move> Node.

Kumulate Administration Guide

Roles (1)
el ~
Mame a Status Tyvpe Cwner Mode
% ME e LR Cther IranMan
L% | Start Role
1% | Stop Role
|@ Mawve » @ Best Possible Nade
(%) | Change Startup Priority 3 |@ elect Node.. .
[y
a Information Details...
ixi] | Show Critical Events
£
[ & | Add Storage
*
- ? i5F | Add Resource R s |
Maore Actions [
MName x Frarmee Status
Roles El - B
rt
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Cluster Configuration and Failover
Windows Failover Cluster Manager

4, Select the Backup Server from the node list.

Mowve Clustered Role -
Select the destination nede for moving 'MS_Service” from
‘Ironhan’.
Look for:

Cluster nodes:

Mame Status

@ Up

| & ironFist

Cal

ncel

5. Click OK to take the services offline.

~ Prefemed Cwners:  Any node
Mame Status
Roles
=1 Apache Tomeat 8.0 Tomcat8 g Offline Pendi_
|z, postgresglx64-3.4 @ Online
Storage
& Cluster Disk 2 (#®) Orline
Other Resources
=% IP Address: 10.15.2 (®) Offine
<| m | >

6. Kumulate will be unavailable while the

services are moved between nodes. The

failover should take approximately three minutes.

7. Wait until the services are running on t
access Kumulate.

he Backup server before attempting to

Roles (1)

Seancfr el Queries w» [[fd ™| o~
Mame = Status Type Crwner Mode

55 MS_Service (#) Running Cther Iron Fist

< | m

< [ 1] | >
- %} MS_Service Prefered Owners:  Anw node
MName Status
Roles
== Apache Tomcat 8.0 Tomcat8 @ Online
|i5% postgresqglxcE4-5.4 @ Online
Storage
2 Cluster Disk 2 (@) Online
Other Resources
=™ IP Address: 10.1.5.2 () Online

| Summary | Resources
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Windows Failover Cluster Manager

8. After the services are running, log into the Kumulate web interface and navigate
back to the Cluster Information page. The backup server will now be the master.

ions Cluster Member ID Status  Station User
0 O cr_ssoma

Backup IRONMAN ousr_IRONMAN
@ m ¢lm_IRONFIST Master IRONFIST ousr_TRONFIST
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Cluster Internal DataMover

Cluster Internal DataMover

DataMovers on both the Master and Backup servers are operational in a cluster.
However, only the DataMover on the Master acts as the internal DataMover. The
DataMover on the Backup acts as an external DataMover.

In the event of failover, the internal DataMover also fails over. The Backup server
becomes the Master server, and the external DataMover on the Backup becomes the
internal DataMover.

A new flag, named Disable for Local DM, has been added to internal DataMover
endpoint configuration. When set, this flag disables the endpoint when the DataMover
assumes the role of the internal DataMover.

See Add a DataMover Endpoint for more information.
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Unmanaged Storage
Repositories

This chapter describes different types of Unmanaged Storage Repositories available for
use with Kumulate and includes the following information:

m Unmanaged Storage Repository Locations

m Avid Standalone Unmanaged Storage Repositories
m PMRUpdater Module

m Media Repository Path Replacement Examples

m Avid Interplay Unmanaged Storage Repositories

m Avid Unmanaged Storage Repository Metadata Mapping
m Omneon FTP Unmanaged Storage Repositories

m Pitchblue FTP Unmanaged Storage Repositories

m Project FTP Unmanaged Storage Repositories

m Project UNC Unmanaged Storage Repositories

m UNC Unmanaged Storage Repositories

m Discriminators and File Identifiers

m BXF Unmanaged Storage Repositories
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Unmanaged Storage Repository Locations

Unmanaged Storage Repository Locations

Repository locations use either a UNC or an FTP transfer protocol. Each Unmanaged
Storage Repository is configured based on the media stored on it and the transfer
mode used to transfer the media.

Unmanaged Storage Repositories are configured to expect a specific Rendition format.
Renditions that do not match this format cannot be transferred to the location unless a
Transcode Profile exists that can transcode the incoming Rendition to the format
specified by the location's Restore Profile.

Unmanaged Storage Repositories are not automatically accessible to users, nor are
they automatically added to external DataMovers. They need to be explicitly added as
endpoints to external DataMovers, and they need to be explicitly added to user groups.

In Kumulate release 2.0 the Locations page was completely redesigned. The following
administration capabilities have been added to it:

» Viewing general storage status and statistics

» Taking a storage online/offline

» Taking monitoring on/off for an Unmanaged Storage Repository

» Viewing and exporting the Rendition list for an Unmanaged Storage Repository
» Taking a tape drive online/offline

 Viewing tape drive status and configuration

» Taking a Managed Storage Repository online/offline

» Viewing and exporting the Rendition list for a Managed Storage Repository

» Taking a disk/cloud Managed Storage Repository's storage unit online/offline

» Viewing storage unit status and configuration

 Viewing and exporting the Rendition list for a storage unit

» Viewing a tape library's tape status, configuration, and tape list

» Modifying tape description and state (Online, Readonly, Unformatted) for a tape
» Viewing a tape status

» Viewing and exporting the Rendition list for a tape

» Adding a tape group

» Modifying a tape group configuration

 Viewing a tape group status, configuration, and tape list

~
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Avid Standalone Unmanaged Storage Repositories

Avid Standalone Unmanaged Storage Repositories

Avid Standalone Unmanaged Storage Repositories consist of an Avid Media Composer
workstation connected to the Kumulate system.

When two or more Media Composer workstations use a shared Unmanaged Storage
Repository, such as an ISIS Unmanaged Storage Repository, to store their media files,
Kumulate connects to the ISIS location rather than to the Media Composer
workstations.

File and Folder Formats

Avid Standalone Unmanaged Storage Repositories store MXF OP_ATOM files and AAF
files.

MXF OP_ATOM files can contain video or audio essences. The video and audio of a
media clip are stored in individual MXF OP_ATOM files. The video file and its audio file
together make up an Avid Master Clip.

Master Clips are used to create finished media projects called sequences. A sequence's
AAF file contains its list of Master Clip segments and the order in which to play them.
When a sequence is added to Kumulate, its AAF file and Master Clips are also added to
the Rendition.

Effects are stored in separate MXF_OP_ATOM files only if the effects are rendered either
before the sequence is exported from Avid, or as part of the export process. If the
effects are not rendered, they are stored as metadata in the AAF file.

When Kumulate monitors an Avid Standalone Unmanaged Storage Repository, it
monitors the AAF file location. When a new AAF file is discovered, Kumulate creates a
new Virtual Object and adds the Master Clips listed in the AAF file to a Rendition.

When a sequence or Master Clip is transferred from a Managed Storage Repository, or
from one Avid Standalone Unmanaged Storage Repository to another, Kumulate
transfers the AAF file and the Master Clips it references. Kumulate places the Master
Clips in numbered subfolders under the Avid MediaFiles\MXF\ root folder. The number
of files per subfolder is capped by the Interplay Maximum Files Unmanaged Storage
Repository configuration parameter. The Avid MediaFiles\MXF\ folder can be located
on a local drive, on a mapped drive or an UNC location.

The name of the numbered subfolders is set using the Interplay Repository Folder
Pattern parameter. The folder number is appended to the folder name after a separator.
The separator is specified by the Folder Pattern Separator parameter. For example, if
MyMedia is used for the Interplay Repository Folder Pattern, and underscore (_) is used
for the Folder Pattern Separator, then the subfolders will be named MyMedia_1,
MyMedia_2, MyMedia_3, and so on.

If the Interplay Repository Folder Pattern is left blank, no separator will be used even if
one is specified. In this case, the subfolders will simply be numbers: 1, 2, 3, and so on.
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Avid Standalone Unmanaged Storage Repositories

The Folder Pattern Separator can be a period (.), an underscore (_), or a dash (-). If
PMRUpdater is being used, the Folder Pattern Separator must be a period (.), and the
Interplay Repository Folder Pattern must be the Media Composer workstation's name.
For example, if the Media Composer workstation's fully qualified domain name is
MyWorkStation.MyOrg. com, the Interplay Repository Folder Pattern must be set to
MyWorkstation.

Configuration

Use the following procedure to configure the Avid Standalone Unmanaged Storage
Repositories:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte

STATUS E@}ADMIN!STRATIUN ELASTICSEARCH CLUSTERS ADOBE SETTINGS

2. From the top menu, select Locations > Storage.

& Media Management~ B | ocations~  @wContent~
Storage

Archive %

3. Click Add New Location to create a new Unmanaged Storage Repository.
Storage Location Manager

| ADD NEW LOCATION I

1-2 ¥ | (2 Items Returnad)

Storage Locations
Actions Location ID Model
0 o EXTERNAL EXTERMAL
4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

Location ID:
AvidStandalone < Required

Location Description:
|Standalone Avid Storage Locationﬂ

Location Type:
Video Server v

~
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Avid Standalone Unmanaged Storage Repositories

5. Select the Monitoring tab. Set API Protocol to UNC, and Capture Format to AVID.

Connection = Discriminators Transfer
API HostName: \AVISTANDALONE
API Protocol: |UNC ¥
Capture Format: | AVID v

6. Click OK to continue. A warning dialog appears asking if you want to submit the
change to the Unmanaged Storage Repository. Click OK to continue. You will be
returned to the Connection tab.

As you are changing the type and/or capture format
you should also review the Storage Location Profiles.

Do you want to submit the changes?

@
7. Select the Transfer tab and set Transfer Mode to UNC Interplay Standalone.
Connectian “ Maonitaring - Discriminators
Allow Rename: NO ¥
Capture Mode: COPY ¥
Checksum Type: MD5 v
Checksum Verification: Mo Verification ¥
Max Copy In: 1]
Max Copy Out: 0
‘I)r‘.":tx::e Video Server Mot Allowed ¥
Restore Using: MName b
Transcode Using: SOF and EQF_ *
ITl-ansFEr Mode: UNC Interplay Standalone ¥ I

MassTransit Repository Path:

8. Click OK to continue and return to the Connection tab.

Continue to Rendition Discovery Configuration if the Unmanaged Storage Repository
will be used to discover new Renditions.

Continue to Rendition Transfer Configuration if the locations will be used to copy
Renditions from Kumulate to a physical location.
Rendition Discovery Configuration

Use the following procedure to set the parameters under the Connection and
Monitoring tabs to discover new Renditions and copy them into Kumulate:
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1. On the Connection tab, enter the path to the AAF files. Kumulate will monitor this
directory for new AAF files.

- Monitaring

Extract Metadata: MO

Dizcriminators - Transfer k.

T

Directory: //10.1.5.60/AAFFiles/ |

2. On the Monitoring tab, set the Files Dir Enable, Media Repository Path, Media
Repository String to Replace (regex), and Monitoring parameters as shown in the

following figure.

Connection

Discriminators Transfar G

API Protocol: UNC ¥

Capture Format: |AUID ¥ |

Delete From Video Server: Mot Allowed T

Dls{uver A\rld Sequences with
:

Fi Ies Diir Enable:

Media Repository Path:

Media Repusll:ury String to

Monitor Timeout {min):

Interplay WS Mode:

Polling Begin Time: 0
Polling End Time: 24
Polling Interval{sec): 0

3. After the Unmanaged Storage Repository has been configured, set the metadata

mapping for the location.

Parameter

Value

Files Dir Enable

Must be set to YES.

Kumulate Administration Guide
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Media Repository Path The path to the Avid MediaFiles\MXF\
folder on the Media Composer
workstation relative to Kumulate.

Media Repository String to Replace (regex) | Regular expression that matches the
local path to the Avid MediaFiles\MXF\
folder used in the AAF file.

The matched string is replaced by Media
Repository Path.

By default this is set to (.*\\), matching
any drive letter. This should only be
changed if Media Composer is running
on a workstation running MacOS.

Monitoring This must be set to ON.

See the following section for the complete list of applicable parameters.

Caution: Do not forget to set the Metadata Mapping.

) ~
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Rendition Transfer Configuration

Set these parameters under the Transfer tab so that Renditions transferred to this
Unmanaged Storage Repository are copied to a physical location. Navigate to the
Transfer tab and set the required parameters as shown the following figure:

Connection

Allow Rename:
Capture Mode:
Checksum Type:
Checksum Verification:

Delete source AAF file after

= Monitoring

= Discriminators -

MO T

COPY =

MD5 b

Mo erification *
MO T

Interplay AAF Root Folder:

Interplay Content Temporary
Folder:

Folder pattern separator:

chiavidStandalonehVAAF
ChavidStandaloneh\avid M

Interplay Maximum Files:

Interplay Media Reconcile
After Transfer:

Interplay Media Repository
Path:

Interplay Media Root Folder:
Interplay Repository Folder

5000

NO v
C:ovavidStandaloneh\tmp
ChavidStandaloneh\avid M

Pattern: TS

Max Copy In: ]

Max Copy Out: (1]

Overwrite Video Server Mot Allowed
Instance:

Preserve Cache Structure: NO

Restore Using: Manme b

Transcode Using:
Transfer Mode:
DataMover Repository Path:

MassTransit Repository Path:

-

SOF and EOQF
UNC Interplay Standalone ¥

Parameter

Value

Interplay AAF Root Folder

Path to the folder where Kumulate will
write the AAF file.

Interplay Content Temporary Folder

Fully qualified path to Avid
MediaFiles\MXF\Creating\.

Folder Pattern Separator

The separator used with Interplay Media
Repository Folder Pattern.

Can be period (.), underscore (_), or dash
(-). If it is omitted, and Interplay Media
Repository Folder Pattern is not left blank,
MS is used.

Must be set to period (.) when using
PMRUpdater.

Kumulate Administration Guide
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Parameter

Value

Interplay Media Reconcile After Transfer

Determines whether PMR files are
updated by PMRUpdater or Media
Composer.

Must always be set to NO if PMRUpdater is
not installed.

Interplay Media Repository Path

Fully qualified path to a temporary
directory for the AAF files.

Must be blank when using shared
storage.

Interplay Media Root Folder

Fully qualified path to Avid
MediaFiles\MXF\.

Additional subfolders can be created
below this folder.

Interplay Media Repository Folder Pattern

The prefix name used with the indexed
subfolders of the Interplay Media Root
Folder.

Must be set to the Media Composer
workstation name when using
PMRUpdater.

See Transfer Parameters for the complete list of Transfer parameters.

Monitoring Parameters

The following parameters under the Monitoring tab are used by Avid Standalone

Unmanaged Storage Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m API Protocol
Always set to UNC

m Capture Format
Always set to Avid

Kumulate Administration Guide
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m Discover Avid Sequences with Media Offline

When discovering Renditions on the location, the AAF file used may point to files
that are located on offline media.
When this parameter is set to YES, Renditions will be discovered even if the files are
located on offline media. Setting this parameter to NO will not discover Renditions
if the files are located in offline media.
This is set to YES by default.

m Files Dir Enable

Indicates whether the full directory structure of the folder on the ISIS storage unit is
recreated on the cache.

Setting this parameter to YES recreates the directory structure, allowing Kumulate
to transcode the files and create proxies. Setting the parameter to NO creates a
proxy on the cache instead.

The parameter must be set to YES when the Unmanaged Storage Repository is con-
figured for discovery. Otherwise, the parameter can be left set to NO.

m Media Repository Path

AAF files contain paths to the Master Clips used in its sequence. However, the paths
are relative to the Media Composer workstation. To add files to Kumulate, the paths
must be changed to be relative to the Kumulate server.

This parameter is the path to Avid MediaFiles\MXF\ relative to the Kumulate server.
It replaces the path specified by Media Repository String to Replace (regex).

m Media Repository String to Replace (regex)

AAF files contain paths to the Master Clips used in its sequence. However, the paths
are relative to the Media Composer workstation. For the files to be discovered by
Kumulate, the paths must be changed to be relative to the Kumulate server.

This parameter is a regular expression that selects the path to the Avid Medi-
aFiles\MXF\ folder in the AAF file. The path selected by the regular expression is
replaced by Media Repository Path.

This parameter is set to (. *\\) by default and selects a drive letter. The result is that
the drive letter before Avid MediaFiles\MXF\ is replaced with Media Repository
Path.

For examples, see Media Repository Path Replacement Examples.
m Monitor Timeout (min)

A possibly deprecated parameter that may or may not have an effect on some func-
tion. Do not change this parameter.

m Monitoring

This parameter indicates whether this Unmanaged Storage Repository is to be
monitored if the Unmanaged Storage Repository will be used to copy in files. If the
Unmanaged Storage Repository will only be used to copy out files, set the parame-
ter to OFF; otherwise set it to ON.
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m Interplay WS Mode

Indicates whether Kumulate communicates with the Unmanaged Storage Reposi-
tory through the Interplay Web Services interface. Since Avid Standalone Unman-
aged Storage Repositories are not connected to an Interplay system, this parameter
must be set to NO.

m Polling Begin Time, Polling End Time, Polling Interval(sec)
Controls how Kumulate polls the AAF file.

Polling Begin Time and Polling End Time instruct Kumulate to poll the Unmanaged
Storage Repository only between Polling Begin Time and Polling End Time. These
parameters are based on the 24-hour clock and can only be set to hours.

Polling Interval(sec) instructs Kumulate to poll the Unmanaged Storage Repository
every specified number of seconds. The interval begins when the discovery opera-
tion ends. The minimum value for this interval is 10s. Setting this parameter to 0
effectively sets it to 10s.

Transfer Parameters

The following parameters under the Transfer tab are used by Avid Standalone
Unmanaged Storage Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m Capture Mode

The capture mode specifies whether the physical file on this Unmanaged Storage
Repository is kept or deleted after its Rendition is transferred to another location.

MOVE deletes the physical file from this location after the transfer, while COPY
keeps it.

m Checksum Type and Checksum Validation
Rendition checksums are calculated to ensure that Rendition data is not corrupted.
When a Rendition is copied to the location, its checksum is calculated using the
algorithm specified by Checksum Type. If the Rendition's checksum is not already in
the database, it is added. If the Rendition's checksum is already in the database, but

the two checksums do not match, the transfer will fail and an error will be gener-
ated.

If After Write is selected for Checksum Validation, then an additional check is made
after the Rendition has been fully copied to the location. If the checksum of the
written Rendition does not match the checksum in the database, the transfer will
fail.

m Delete Source AAF file after copy in

This parameter only applies when Kumulate is copying in files from the Unman-
aged Storage Repository. It deletes the AAF file from the Unmanaged Storage
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Repository after its files have been transferred from the Unmanaged Storage
Repository to cache. A copy of the AAF file will remain in the cache.

m Interplay AAF Root Folder

This is the path to the location where Kumulate will write the AAF file when copying
out files to the Unmanaged Storage Repository. The Avid system must be config-
ured to retrieve the AAF file from this location.

m Interplay Content Temporary Folder

This is the temporary file write location on the Media Composer workstation or ISIS
Unmanaged Storage Repository. Kumulate writes files, including the AAF file, to
this temporary folder to prevent the Avid system from indexing the files before
Kumulate has completed restoring the files.

After Kumulate has completed transferring the files, it updates the Master Clip
paths in the AAF file with the Interplay Media Root Folder path, and moves the con-
tents of this folder to the Interplay Media Root Folder. The AAF file is moved to
Interplay AAF Root Folder.

The Interplay Content Temporary Folder must be named Creating and must be
located on under Avid MediaFiles\MXF\. Creating can be located under a subfolder
of Avid MediaFiles\MXF\. If the folder does not exist, it will be created by Kumulate.

m Folder Pattern Separator

This setting can be left blank or set to dash (-), underscore (_), or period (.). It must
be set to period (.) when using PMRUpdater.

It is used in conjunction with the Interplay Media Repository Folder Pattern to cre-
ate the numbered subfolders under the Interplay Media Root Folder.

The numbered subfolders are created and named [repository_folder_pat-
tern][folder_pattern_separator][number]. For example, if the folder pattern separa-
tor is an underscore (_), and the folder pattern is MyFiles, folders named
MyFiles_1, MyFiles_2, MyFiles_3, and so on will be created under the root folder.

If this setting is left blank, Kumulate will use MS as the separator. For example,
MyFilesMS1, MyFilesMS2, MyFilesMS3, and so on.

If the Repository Folder Pattern is also left blank, Kumulate will create folders with
only numbers in their names. For example, Avid MediaFiles\MXF\1\, Avid Medi-
aFiles\MXF\2\, Avid MediaFiles\MXF\3\, and so on.

m Interplay Maximum Files

This is the maximum number of files per numbered subfolders. A new numbered
subfolder is created when the maximum is reached.

Technical Support recommends 2500 files per folder. Avid limits the number of files
per folder to 5000. Do not set this parameter to any value greater than 5000.
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m Interplay Media Reconcile After Transfer
This parameter is only used when PMRUpdater is installed.

When set to YES, PMRUpdater will be used to update PMR files. The PMR files will be
updated by Media Composer when it is set to NO.

If PMRUpdater is not installed and Interplay Media Reconcile After Transfer is set to
YES, transfers to and from this Unmanaged Storage Repository will fail.

m Interplay Media Repository Path
Temporary directory for the AAF file.
m Interplay Media Root Folder

The fully qualified path to the root folder on the Avid Standalone Unmanaged Stor-
age Repository where the transferred files are placed. The path used for the Inter-
play Media Root Folder must include Avid MediaFiles\MXF\, which is automatically
created by Media Composer.

The numbered folders can be located in a subfolder of Avid MediaFiles\MXF\. If
Avid MediaFiles\MXF\ is in an unmapped UNC location, the subfolder must already
exist before it can be used as the Interplay Media Root Folder. If Avid Medi-
aFiles\MXF\ is located on a local or mapped drive, Kumulate will create the sub-
folder if it does not already exist.

m Interplay Media Repository Folder Pattern

This setting is used in conjunction with Folder Pattern Separator to create the num-
bered subfolders under the Interplay Media Root Folder.

The numbered subfolders are created and named [Interplay Media Repository
Folder Pattern][Folder Pattern Separator][number]. For example, if Folder Pattern
Separator is set to underscore (_), and Interplay Media Repository Folder Pattern is
set to MyFiles, folders named MyFiles_1, MyFiles_2, MyFiles_3, and so on will be
created.

If this parameter is left blank, Kumulate will create folders with number names. For
example, Avid MediaFiles\MXF\1\, Avid MediaFiles\MXF\2\, Avid Medi-
aFiles\MXF\3\, and so on.

This parameter must be set to the Media Composer workstation machine name
when using PMRUpdater. For example, if the machine's fully qualified domain
name is ThisMachine.MyCompany.com, then this parameter must be set to This-
Machine.

m Max Copy In

This setting only applies when the Unmanaged Storage Repository is configured
for copying in files. It sets the maximum number of concurrent transfers from the
Unmanaged Storage Repository to Kumulate.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers. The default value is 0.

Note: Itis strongly recommended to change this to a non-zero value.
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m Max Copy Out

Only applies when the Unmanaged Storage Repository is configured for copying
out files. Sets the maximum number of concurrent transfers from Kumulate to the
Unmanaged Storage Repository.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers. The default value is 0.

Note: Itis strongly recommended to change this to a non-zero value.

m Overwrite Video Server Rendition

When set to NOT ALLOWED, a transfer from Kumulate to the Unmanaged Storage
Repository will fail if the file already exists on the Unmanaged Storage Repository.

When set to ALLOWED, the transfer will overwrite the existing file on the Unman-
aged Storage Repository.

m Preserve Cache Structure

Preserve Cache Structure is set to YES in cases where Avid files are stored on a
shared Unmanaged Storage Repository that is not connected to a Media Composer
workstation. This setting is generally used when moving files from one Kumulate
system to another Kumulate system.

When Avid files are saved to the cache, they are saved along with a copy of the AAF
file to the same folder structure. The AAF file is stored under VirtualObjectlD/Meta-
data/ while the media files are stored under VirtualObjectID/Media/.

When the files need to be transferred to another Kumulate system, the VirtualOb-
jectID folder on the originating Kumulate system is copied in its entirety to an
Unmanaged Storage Repository connected to the destination Kumulate system.
This Unmanaged Storage Repository is configured with Preserve Cache Structure
set to YES.

Restore Using must be set to Virtual Object ID when Preserve Cache Structure is set
to YES.

m Restore Using

This parameter specifies how to name the physical file when a Rendition is trans-
ferred to this Unmanaged Storage Repository. There are four options for Restore
Using as follows:

Option Description

Virtual Object ID The file is named using the transferred Rendition's Virtual
Object's ID.
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Option

Description

Name

The file is named using the transferred Rendition's Virtual
Object's Name.

Original Name

The file is named using the transferred Rendition's Virtual
Object's Original Name. Original Name contains the name of the
Virtual Object when its source Rendition was discovered.

Preserve Filenames

The file name is not modified after transfer. The Restore
Extension parameter will not be applicable when this option is
used. If the Unmanaged Storage Repository configuration is
saved after setting this option then Restore Extension will be
hidden.

Note: If the Virtual Object source location used Virtual Object ID as the Naming
Schema, the Virtual Object ID, Virtual Object Name, and the Original Name may

be identical.

m Transcode Using

Some files may contain information at the beginning and end of the file that is not
necessarily meant to be transcoded. This happens most often with commercial
spots which can have agency information, tags, and blacks appended to the beg-
ging and the end of the advertisement. Selecting SOM and EOM prevents these
extraneous bits from being transcoded. Additional configuration is needed to use

EOM and SOM.

The entire file is transcoded when set to SOF and EOF.
Only a part of the file is transcoded when set to SOM and EOM.
See Start of Message Parameter for more information.

m Transfer Mode

This parameter is always set to UNC Interplay Standalone.

Kumulate Administration Guide
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PMRUpdater Module

Media Composer PMR files are used to keep track of the online resources available to
the Media Composer Editor. A Media Composer workstation that is not connected to an
ISIS Unmanaged Storage Repository, or is connected to an ISIS location that is not
configured to do continuous updates to PMR files, will only update its PMR files when
there is user input. If many files have been added or removed before there is user input,
the time required for Media Composer will be significant.

The PMRUpdater runs on the Kumulate server and updates PMR files as soon as
changes are made to the contents of a PMR file's folder.

Installation
The PMRUpdater is installed on the Kumulate Server. PMRUpdater is only available for
64bit architectures. Use the following procedure to install PMRUpdater:

1. Log in to the Masstech ftp site, ftp.masstech.com, as the Software user, and change
directory to CORE_PRODUCTS/KUMULATE/AVID Interfaces/.

2, Create a directory on the Kumulate Server named Avid_PMRUpdater under the
C:\Software\ directory.

3. Download Avid_PMRUpdater to C:\Software\Avid_PMRUpdater\.

4, Navigate to the C:\Software\Avid_PMRUpdater\2014.01.07.1.0.0.2\ directory on the
Kumulate Server.

5. Run PMRUpdater64installer.msi as the Administrator, and follow the instructions to
install the PMRUpdater executable.

Configure Avid Standalone Unmanaged Storage Repositories

Use the following procedure to configure the Avid Standalone Unmanaged Storage
Repositories:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte ASSET = Q Enter searc

STATUS  f ADMINISTRATION ELASTICSEARCH CLUSTERS ~ FA\ ADOBE SETTINGS

2, From the topmost menu, select Locations > Unmanaged Storage Repositories.

£ Media Management - A | ocations ~ =w Content -

N

3. Click the pencil icon next to the Avid Standalone Unmanaged Storage Repository
to modify. If a new location needs to be created, follow the instructions in Avid
Standalone Unmanaged Storage Repositories.

4, Click the Transfer tab.

) ~
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5. Set Folder pattern separator to a period (.), and set Interplay Media Reconcile After

Transfer to YES.

Note: If PMRUpdater is not installed, but Interplay Media Reconcile After Transfer is
set to YES, transfers to and from the Unmanaged Storage Repository will fail.

Connection Monitoring .ﬁ‘

Allow Rename:

Capture Mode:

Delete source AAF file after copy in:
Interplay AAF Root Folder:

Interplay Content Temporary Folder:

NO v

COPY ¥

NO v
c:\AvidStandalone\AAF
C:\AvidStandalone\Avid Me

IFolder pattern separator:

|

Interplay Maximum Files:

5000

|Interplav Media Reconcile After Transfer:

YES v |

Interplay Media Repository Path:
Interplay Media Root Folder:
Interplay Repository Folder Pattern:
Max Copy In:

Max Copy Out :

Overwrite Video Server Instance:
Preserve Cache Structure:

Restore Using:

Transfer Mode:

DataMover Repository Path:

MassTransit Repository Path:

C:\AvidStandalone\Avid Me
MS

0

0

Not Allowed v

NO v

Asset Alias v

UNC Interplay Standalone ¥

6. Click OK to save the changes.
7. Modify all the Avid Standalone Storage that will be using the PMR Updater.

MMC Module Configuration
Use the following procedure to configure the MMC Module:

Note: Before configuring the MMC module, perform at least one transfer to any Avid
Standalone Unmanaged Storage Repository. The PMRUpdater Path parameter
will only become visible in the MMC module after a transfer to an Avid
Standalone Unmanaged Storage Repository has been made.

1. Click System > Administration in the menu bar in the Kumulate web interface.

SEARCH

= kumulAte

STATUS &y ADMINISTRATION

2. Select Modules from the topmost menu.

« DRAC Control~
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3. Click the pencil next to the MMC module to open the MMC Module Configuration

page.
Modules Information
ctions | Medule ! ]
6 L= RUNNING
6 cPC RUNNING  sTOP
@ DM MANAGER RUNNING . STOP.
6 EIE RUNNING  STOP.
@ HARRIS RUNNING STOP.
@ INDEX MANAGER RUNNING sTOP
g MEDIA LIBRARY STOPPED
MMC RUNNING _ sToP
MHI RUNNING . STOP.
@ REPORTS MANAGER RUNNING  sTOP
6 RESOURCE MANAGER RUNNING . STOR.
@ S5C RUNNING = STOP.
6 SSI RUNNING  STOP
6 WORKFLOW MANAGER RUNNING e STOP
6 XMMPIT RUNNING | STOP..
@ XMTT RUNNING . STOP.|

4. Enter the path of the PMRUpdater executable in the PMRUpdater Path text box.

' MaxCopyThreads-5:
- Max From Archive Threads:

"' Max To Archive Threads:

;3
10
1

PMRUpdater Path:

C \Ii’fnqmm ﬁfes\ﬁasstech\.F‘MRUpdater\PM RUpdater.exe _

Priority ACI:

! Priority ALE:

5. Click OK to save the changes.
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Media Repository Path Replacement Examples

The file paths extracted from monitored AAF files point to locations on the Media
Composer host. These paths must be changed to locations relative to Kumulate for the
files to be archived. The Media Repository Path and Media Repository String to Replace
parameters are used to alter the file paths.

The following Media Repository Path Replacement usage examples demonstrate how
to configure these parameters.

Replacing a Drive Letter

When the path to Avid MediaFiles in the AAF file uses a drive letter, the drive letter is
replaced by keeping Media Repository String to Replace (regex) set to (.*\\).

Note: Replacing multiple drive letters for the same Unmanaged Storage Repository
are not currently supported.

For example, to change:

C\Avid MediaFiles\MXF\5\tvo1345.mxf

to

\\10.1.4.1\Avid MediaFiles\MXF\5\tvo1345.mxf

Enter the following for Media Repository Path and Media Repository String to Replace
(regex):

Media Repository Path \W\10.1.4.1\

Media Repository String to Replace (regex) (. *\\)

Replacing a Known Path

When the path to Avid MediaFiles/MXF/ used in the AAF file is known, Media
Repository String to Replace (regex) can be set to the path. If any special characters
such as backslashes (\) need to be removed, they must be prefixed by a backslash (\).

For example, to change:

\\macpath\workspace3\Avid MediaFiles\MXF\mtg.2\e1234567.mxf
to

\\isis123\workspace3\Avid MediaFiles\mxf\mtg.2\e1234567.mxf

Enter the following for Media Repository Path and Media Repository String to Replace
(regex):
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Media Repository Path isis123

Media Repository String to Replace (regex) macpath

or

Media Repository Path isis123

Media Repository String to Replace (regex) \\\\mactest\\

In the first option only the names are matched and replaced. In the second option the
leading and trailing backslashes, in addition to the names, are matched and replaced.

Note: Replacing multiple drive letters for the same Unmanaged Storage Repository
are not currently supported.

If Media Repository String to Replace (regex) ends with a double backslash (\\) to match
an end backslash, then the Media Repository Path needs to include the ending
backslash (\), otherwise the ending backslash will be removed and not replaced.

Case-Insensitive Replacement

When the path to the Avid MediaFiles\MXF\ folder used in the AAF file can be either
lower or upper case, use the (?!) modifier in the Media Repository String to Replace
(regex) regular expression.

For example, to change

\\MyPath\Avid MediaFiles\MXF\5\tvo1345.mxf
or

\\mypath\Avid MediaFiles\MXF\5\tvo1345.mxf
to

\\isis123\Avid MediaFiles\MXF\5\tvo1345.mxf

Enter the following for Media Repository Path and Media Repository String to Replace
(regex):

Media Repository Path \\isis 123\

Media Repository String to Replace (regex)  (?D\\\\mypath\\

The (?!) modifier matches the regular expression without considering case.

) ~
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Regular Expression Does Not Match Root Path

If Media Repository String to Replace (regex) does not match the file path used in the
AAF file, Kumulate will behave differently depending on the file path in the AAF file.

AAF File Contains Drive Letters or IPv4 Addresses

If the AAF file uses drive letters or IPv4 addresses, Kumulate will replace the paths in the
AAF with the new path even if Media Repository String to Replace (regex) does not
match the paths in the AAF file.

For example, if the Media Repository Path and Media Repository String to Replace
(regex) parameters are set as follows:

Media Repository Path \\NewPath\

Media Repository String to Replace (regex) \\\\OriginalPath\\

but the file paths in the AAF file are of the form
C:\Avid MediaFiles\MXF\5\tvo1345.mxf

or

\\10.1.4.1\Avid MediaFiles\MXF\5\tvo1345.mxf
the path will still be changed to
\\NewPath\Avid MediaFiles\MXF\5\tvo1345.mxf

Note: Leaving Media Repository String to Replace (regex) blank, but filling in Media
Repository Path will produce the same result.

File Path is a Location Name

If the AAF file contains UNC file paths that do not match Media Repository String to
Replace (regex), the Media Repository Path will be added to the beginning of the path.
The files listed in the AAF files will not be found and the copy in will fail.

For example, if the Media Repository Path and Media Repository String to Replace
(regex) parameters are set as follows:

Media Repository Path \\NewPath\

Media Repository String to Replace (regex) \\\\OriginalPath\\

but the file paths in the AAF file are of the form
\\SomeOtherPath\Avid MediaFiles\MXF\5\tvo1345.mxf

the new path will be
\\NewPath\SomeOtherPath\Avid MediaFiles\MXF\5\tvo1345.mxf
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Note: The files will not be found in this case and the transfer will fail.

Log and Operator Messages

In all cases where Media Repository String to Replace (regex) does not match the paths
in the AAF file, an error will be logged in the Montana logs, and an operator message
will be generated.

For example, the operator message would be as follows:

Media Repository String to Replace (<\\\\OriginalPath\\>) does not match on
Unmanaged Storage Repository TEST

The message in the Montana log would be as follows:

14-11-17 11:36:32.609
CMI:FtpUncAvidStandaloneFolderCommandExecutor.getFilesinfolfCompleted: Failed
to replace (\\\\OriginalPath\\)/(\\NewPath\) on file C:\Avid
MediaFiles\MXF\5\tvo1345.mxf
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Avid Interplay Unmanaged Storage Repositories

An Avid Interplay Unmanaged Storage Repository consists of an ISIS storage unit and
an Interplay server. The Interplay server keeps an inventory of the contents of the ISIS
unit.

Kumulate communicates with the Interplay server through a Web Services interface, to
identify files available to copy in from the ISIS storage unit, and to check-in files that
have been copied to the ISIS storage unit with the Interplay server.

The files are moved to and from the ISIS storage unit using an ISIS client installed on the
Kumulate server. When Kumulate transfers files to the ISIS unit, the files must be
checked-in with the Interplay server (by Kumulate) to update the Interplay server's
inventory.

Separate Avid Interplay Unmanaged Storage Repositories must be configure for copy in
and copy out, even if they both correspond to the same physical Interplay server and
ISIS storage unit.

File and Folder Formats

Avid Interplay Unmanaged Storage Repositories store MXF OP_Atom files that can
contain video or audio essences. The video and audio of a media clip are stored in
individual MXF OP_ATOM files. The video file and its audio file together make up an
Avid Master Clip.

Master Clips are used to create finished media projects called Sequences. Sequences
are defined in AAF files. A sequence's AAF file contains a list of Master Clip segments,
and the order in which to play them. If data and effects are used in the sequence, they
are stored in separate MXF OP_ATOM files, which are also referenced in the sequence's
AAF file. When a sequence is added to Kumulate, its AAF file and Master Clips are also
added to the Rendition.

In an Avid Interplay Unmanaged Storage Repository, Kumulate communicates with the
Interplay server through the Web Services interface. Kumulate and Interplay pass
messages that contain information about Sequences and Master Clips. Both the
Kumulate and Interplay servers use these messages to create AAF files.

When a sequence is copied in to Kumulate, Kumulate polls Interplay through Web
Services. Interplay responds with a message that contains information about the
sequence. Kumulate then uses the message to generate an AAF file used to pull the
Master Clips from the ISIS storage unit using the ISIS client.

When a Rendition is copied out to the Avid Interplay Unmanaged Storage Repository,
Kumulate creates an AAF describing the Rendition, then copies the files to the ISIS
storage unit using the ISIS client installed on the Kumulate server host. Kumulate places
the Master Clips in numbered subfolders under the Avid MediaFiles\MXF\ root folder.
The number of files per subfolder is capped by the Interplay Maximum Files
Unmanaged Storage Repository configuration parameter. Kumulate then uses its AAF
file to create a Web Service message that it sends to Interplay. Interplay then becomes
aware of the files that were copied to the ISIS storage unit.
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The name of the numbered subfolders is set using the Interplay Repository Folder
Pattern parameter. The folder number is appended to the folder name after a separator.
The separator is specified by the Folder Pattern Separator parameter, which can be a
period (.), an underscore (_), or a dash (-). For example, if MyMedi a is used for Interplay
Repository Folder Pattern, and underscore (_) is used for Folder Pattern Separator, then
the subfolders will be named MyMedia_1, MyMedia_2, MyMedia_3, and so on.

If Interplay Repository Folder Pattern is left blank, no separator will be used even if one
is specified. In this case, the subfolders will simply be numbers: 1, 2, 3, and so on.

Rendition Discovery Configuration

Note: Avid Interplay Unmanaged Storage Repositories cannot be configured to both
copy in new Renditions and copy out existing Renditions. Separate
Unmanaged Storage Repositories must be created for these two scenarios
regardless of whether the same physical location is used for both.

Use the following procedure to configure Interplay Unmanaged Storage Repositories
to be used for Rendition discovery:

1. In the Kumulate web interface menu click System > Administration.

= kumulite ][

STATUS 8@ ADMINISTRATION ELASTICSEARCH CLUSTERS  FAYADOBE SETTINGS

2, Select Locations > Storage.

& Media Management ~ B | ocations~ @ Content~

3. Click the Add New Location button to create a new Unmanaged Storage
Repository.

Storage Location Manager

ADD NEW LOCATION

1-2 ¥ | (2 Items Returnad)

Storage Locations
@ ° EXTERNAL EXTERNAL

) ~
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4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

Location ID:

AVIDINTERPLAYMONITOR < Required

Location Description:

Monitored Avid Interplay Location|

Location Type:
Video Server v

5. Select the Monitoring tab and set APl Protocol to UNC, and Capture Format to AVID.

Connection Discriminators - Transfer
API HostName: N.FIDINTEF'\PLJ'-".YMONHUR|
API Protocol: UNC r |
Capture Format: | ANVID ¥ |

6. Click OK to continue. A warning will appear asking if you want to submit the

change to the Unmanaged Storage Repository. Click OK to continue. You will be
returned to the Connection tab.
WARNING

As you are changing the type and/or capture format
you should also review the Storage Location Profiles.

Do you want to submit the changes?

7. Select the Monitoring tab and set Monitoring to ON and Interplay WS Mode to YES.

Connection Discriminators Transfer o

API Protocol:

Capture Format:

AVID A

Delete From Video Server:
zf:?av;rfﬁii:f: Sequences with

Files Dir Enable: NO v

Monitor Timeout {min): 45

Monitoring: ON T
Interplay WS Mode:

Polling Begin Time: 0

Polling End Time: 24

Polling Interval(sec): 0

7~
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8. Click OK to continue. A warning will appear asking if you want to submit the
change to the Unmanaged Storage Repository. Click OK to continue. You will be

returned to the Connection tab.
WARNING

As you are changing the type and/or capture format
you should also review the Storage Location Profiles.

Do you want to submit the changes?
% o

9. Set Interplay Folder, Interplay WS Password, Interplay WS Address, Interplay WS
user, Interplay Work Group, and Temporary AAF Repository Path.

Connection

Dizcriminators - Transfer -

API Protocol:

Capture Format:

Not Allowed
Discover Avid Sequences with
Media Offline:

Delete From Video Server:

Files Dir Enable:

Monitor Timeout l min }:

NO ¥

Monitoring:

Interplay WS Mode:
Interplay Folder:
Interplay W5 Password:
Interplay WS Address:

Interplay WS User:

YES ¥
interplay://AvidworkGrouy

passwd
http://10.1.4.14:81/servit
userl

Interplay Work Group: AvidWorkGroup
Polling Begin Time: o]

Polling End Time: 24

Polling Interval(sec): 4]

Temporary AAF Repository
Path:

\\10.1.4.14: 81\ AAFRepos

10. Click OK to continue. You will be returned to the Connection tab.

11. Select the Transfer tab and set Transfer Mode to UNC Interplay.

Connection

Allow Rename:
Capture Mode:
Checksum Type:

Checksum Verification:

- Maonitoring

Discriminators

No Verification ¥ |

Max Copy In: 0

Max Copy Qut: 0

Overwrite Video Server Mot Allowed *
Instance:

Restore Using: | MName v |

Transcode Using:

Transfer Mode:

UNC Interplay

MassTransit Repository Path: |
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12. Click OK to continue and you are returned to the Connection tab.

Note: Ensure that the only connection parameter visible is Extract Metadata, and that
it is set to NO. Metadata is extracted automatically from the AAF file and does
not need to be extracted from the discovered media files.

Maonitaring Discriminators Transfar

Extract Metadata: NO T

13. Set the metadata mapping, then click OK to save and continue.

Rendition Discovery Monitoring Parameters

The following parameters under the Monitoring tab are used by Avid Interplay copy in
Unmanaged Storage Repositories:

Caution: Do not modify any parameter that does not appear in this list.

m API Protocol
Always set to UNC.
m Capture Format

Avid Interplay Unmanaged Storage Repositories that are used to send files to
Kumulate (copy-in, archive, monitor) must have Capture Format set to Avid.

m Delete From Video Server

Allows the deletion of files from the Unmanaged Storage Repository after they
have been copied in to Kumulate.

m Discover Avid Sequences with Media Offline

When discovering Renditions on the location, the AAF file used may point to files
that are located on offline media.

When this parameter is set to YES, Renditions will be discovered even if the files are
located on offline media.

Setting this parameter to NO will not discover Renditions if the files are located in
offline media.

The default is YES.
m Files Dir Enable

Indicates whether the full directory structure of the folder on the ISIS storage unit is
recreated on the cache.

Setting this to YES recreates the directory structure. This allows Kumulate to
transcode the files and create proxies. Setting the parameter to NO creates a proxy
on the cache instead.

) ~
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Caution: Itis strongly recommended that Files Dir Enable be set to YES when the
Unmanaged Storage Repository is configured for discovery; otherwise
it can be left set to NO.

m Interplay WS Mode

Indicates whether Kumulate communicates with the Unmanaged Storage Reposi-
tory through the Interplay Web Services interface. Kumulate always communicates
through Web Services with Avid Interplay Unmanaged Storage Repositories. There-
fore this parameter must be set to YES.

m Interplay Folder

Information about Avid files stored on the ISIS storage unit is saved in metadata on
the Interplay server. The server organizes information about the Avid files in folders.
Kumulate monitors only one Interplay folder on an Avid Interplay Unmanaged Stor-
age Repository, and queries Interplay for information about this folder. In return,
Interplay sends information about the files referenced in the folder to Kumulate,
and Kumulate uses this information to discover the files on the ISIS Unmanaged
Storage Repository.

Interplay Folder is the fully qualified path to the folder on the Interplay server that
Kumulate will monitor.

m Interplay WS User, Interplay WS Password, and Interplay WS Address
The connection credentials for Interplay Web Services.

m Interplay Work Group
The Interplay work group to connect to.

m Monitor Timeout (min)

A possibly deprecated parameter that may (or may not) have an effect on some
functionality somewhere. Do not change this parameter.

m Monitoring

Indicates whether this Unmanaged Storage Repository is to be monitored. Must be
set to ON when the Avid Interplay location is used to send files to Kumulate (copy-
in, archive, monitoring).

m Polling Begin Time, Polling End Time, Polling Interval(sec)
Controls how Kumulate polls the Interplay server.

Polling Begin Time and Polling End Time instruct Kumulate to poll the Unmanaged
Storage Repository only between Polling Begin Time and Polling End Time. These
parameters are based on the 24-hour clock, and can only be set to hours.

Polling Interval(sec) instructs Kumulate to poll the Unmanaged Storage Repository
every specified number of seconds. The interval begins when the discovery opera-
tion ends. The minimum value for this interval is 10s. Setting this parameter to 0
effectively sets it to 10s.
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m Temporary AAF Repository Path

Kumulate uses the information received from Interplay to create an AAF file that it
then uses to discover files on the ISIS storage unit. The AAF file is saved to Tempo-
rary AAF Repository Path; which is a fully qualified path to a location on the Kumu-

late cache.

Rendition Transfer Configuration

Note: Avid Interplay Unmanaged Storage Repositories cannot be configured to both
copy in new Renditions and copy out existing Renditions. Separate
Unmanaged Storage Repositories must be created for these two scenarios
regardless of whether the same physical location is used for both.

Use the following procedure to configure an Avid Interplay Unmanaged Storage
Repository for Rendition transfers:
1. In the Kumulate web interface menu click System > Administration.

= kumulAte :

STATUS & ADMINISTRATION ELASTICSEARCH CLUSTERS ADOBE SETTINGS

2, Select Locations > Storage.

£ Media Management~ B | ocations~  @Content~

Storage

Archive %

3. Click the Add New Location button to create a new Unmanaged Storage
Repository.

Storage Location Manager

ADD NEW LOCATION

1-2 ¥ | (2 Items Returnad)

Storage Locations
Actions Location ID Model

@ o EXTERNAL EXTERNAL

7~
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4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

Location ID: )
_AVIDINTERPLAYCOPYOUT | < Required
Location Description:

Avid Interplay Copy Out Location

Location Type:
Video Server ¥

5. Select the Monitoring tab. Set API Protocol to UNC and Capture Format to
MXF_OP_ATOM.

 Gonmection -

API HostName: AVIDINTERPLAYCOPYOUT
API Protocol: l UNC ¥ :
Capture Format: ! MXF_OP_ATOM ¥ I

6. Click OK to continue. A warning will appear asking if you want to submit the

change to the Unmanaged Storage Repository. Click OK to continue. You will be
returned to the Connection tab.

As you are changing the type and/or capture format
you should also review the Storage Location Profiles.

Do you want to submit the changes?

Kumulate Administration Guide
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7. Select the Monitoring tab. Set Monitoring to OFF, and Naming Schema to UMID.

Connection

API Protocol:

Capture Format:

Check Asset Unigqueness:
Date Format:

Delete From Video Server:

Delete timeowut:

Delete Content From Archive:

Discovery method:
Export Metadata:

Files Dir Enable:

Files Patterns (Include):
Files Patterns (Exclude):
File Pre-Filter:

Ignore List:

Import Metadata:

Monitor Timeout (min):

Unmanaged Storage Repositories
Avid Interplay Unmanaged Storage Repositories

Transfer k.

UNC v

| MXF_OP_ATOM v |
NO ¥
Mot Allowed *
30 |
MO ¥ |

| Open for read - |

NO ¥

NO ¥

MPG

Monitoring:

Maming Schema:

Polling Begin Time:

Polling End Time:

Polling Interval(sec):
Recursive Discovery:
Release State:

Type Of Content:

Windows File Maming Check:

8. Click OK to continue. You will be returned to the Connection tab.
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9. Select the Transfer tab. Set Transfer Mode to UNC Interplay.

Connection Monitaring Dizcriminatars

Allow Rename:

Capture Mode:

Checksum Type:

Checksum Verification: | Mo Verification ¥ |
Keep FTP Control Connection r

prd

Instance detection pattern:

Direct Transfer to ML:

MO
Max Copy In: 0
0

Direct Transfer from ML:

Max Copy Out:

Move Media Fila: NO ¥
Overwrite Video Server Not Allowed *
Instance:

M

Restore Using: | ame ¥ |

Restore Extension: | Preserve original extension v
Transcode Using: | SOF and EQF ¥ |

Transfer timeout{sec): 7200

oo ode: | UNC Interplay ,

MassTransit Repository Path:

10. Click OK to continue. You will be returned to the Connection tab. Extract Metadata
must be set to NO. Directory must be set to the UNC path to the location on the ISIS
storage unit where the media files will be copied.

k.

 Monitoring  Discriminators - Transfer

Extract Metadata: NO ¥

Directory: /[isis123/workspaced/Avic

11. Click OK to continue. You will be returned to the Connection tab.
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12. Select the Transfer tab and set the following parameters (see Copy In and Copy Out
Transfer Parameters for the complete list of Transfer parameters):

Parameter

Description

Interplay Check In Folder

The fully qualified path to the folder on the
Interplay server where metadata about the
transferred files will be written.

Folder Pattern Separator

The separator used with Interplay Repository
Folder Pattern. This can be a period (.), underscore
(L), or dash (-). If it is omitted, and Interplay Media
Repository Folder Pattern is not left blank, MS is
used.

Interplay Repository Folder Pattern

The prefix name used with the indexed subfolders
of the Interplay Root Path.

Interplay Root Path

UNC path to the Avid MediaFiles\MXF\ folder on
the ISIS storage unit. Any subfolders of Avid
MediaFiles\MXF\ must also be included in this
path.

Interplay WS Password
Interplay WS Address
Interplay WS User

The web server connection credentials.

Interplay Work Group

The Interplay workgroup to connect to.

Restore Using

Must always be set to Name.

DataMover Repository Path

The UNC path to the location on the ISIS storage
unit where the media files will be copied. This must
be the same path used for the Directory parameter
in the Connection tab.

Kumulate Administration Guide

7~
telestream

54



Unmanaged Storage Repositories | 55
Avid Interplay Unmanaged Storage Repositories

Connection -~ Monitoring - Discriminators |
Allow Rename: NO ¥
Capture Mode: COPY ¥
Check If Sequence Online: MNO
Checksum Type: MD5 v
Checksum Verification: Mo Verification ¥
Instance detection pattern: Mo check v
Interplay Check In Folder: interplay://avidworkGrou
|Fnlder pattern saparator:
Interplay Maximum Files: 5000
patcerns o MS
Interplay Root Path: Wisis123\workspace3\Avic
nterplay eck In Retry 20
Interval (sec):
{Interflay WS Check In Retry o
Interplay WS Password: passwd
Interplay WS Address: http://10.1.4.41:81/servi(
Interplay WS User: Admin
Interplay Work Group: Avidworkgroup
Direct Transfer to ML: NO Y
Direct Transfer from ML: NO ¥
Mazx Copy In: 0
Max Copy Out: o
Move Media File: NO ¥
Overwrite Video Server Instance:| Not Allowed ¥
Restore Using: MName v
Restore Extension: Preserve original extension r
Transcode Using: SOF and EOF ¥
Transfer timeout: 7200
Transfer Mode: UNC Inte_r%v r
IDalaMDver Repository Path: Wiisis123\workspace3\Avi cl

MassTransit Repository Path:

13.Click OK to save and continue.

Rendition Transfer Monitoring Parameters

The following parameters under the Monitoring tab are used by Avid Interplay copy out
Unmanaged Storage Repositories:

Caution: Do not modify any parameter that does not appear in this list.

m API Protocol
Always set to UNC.
m Capture Format

Avid Interplay Unmanaged Storage Repositories that are used to receive files from
Kumulate (copy-out, check in) must have Capture Format set to MXF_OP_ATOM.

m Files Dir Enable

Indicates whether the full directory structure of the folder on the ISIS storage unit is
recreated on the cache.

Setting Files Dir Enable to YES recreates the entire directory structure on the cache.
This allows Kumulate to transcode the files and create proxies. Setting the parame-
ter to NO will only create file proxies on the cache.
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Caution: Itis strongly recommended that Files Dir Enable be set to YES when the
Unmanaged Storage Repository is configured for discovery; otherwise,
the parameter can be left set to NO.

m Monitoring

Indicates whether this Unmanaged Storage Repository is to be monitored. This
parameter must be set to OFF when the Avid Interplay location is used to receive
files from Kumulate (copy-out, check in).

m Naming Schema
Set this to UMID.

Copy In and Copy Out Transfer Parameters

The following parameters under the Transfer tab are used by Avid Interplay
Unmanaged Storage Repositories:

Caution: Do not modify any parameter that does not appear in this list.

m Capture Mode

The Capture Mode parameter specifies whether the physical file on this Unman-
aged Storage Repository is kept or deleted after its Rendition is transferred to
another location.

MOVE deletes the physical file from this location after the transfer, while COPY
keeps it.

Note: Only the COPY option is implemented for Avid Interplay Unmanaged Storage
Repositories.

m Check If Sequence Online

When set to NO, Kumulate assumes the sequence to copy in from the Unmanaged
Storage Repository is online and ready to transfer.

When set to any other value, Kumulate queries the Interplay server about the state
of the sequence for each transfer.

This parameter is not case sensitive.
m Checksum Type and Checksum Validation
Rendition checksums are calculated to ensure that Rendition data is not corrupted.

When a Rendition is copied to the location, its checksum is calculated using the
algorithm specified by Checksum Type. If the Rendition's checksum does not exist
in the database, it is added. If the Rendition's checksum does exist in the database,
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but the two checksums do not match, the transfer will fail and an error will be gen-
erated.

If After Write is selected for Checksum Validation, then an additional check is made
after the Rendition has been fully copied to the location. If the checksum of the
written Rendition does not match the checksum in the database, the transfer will
fail.

m Interplay Check In Folder

After Kumulate transfers files to the ISIS storage unit, it sends a Web Service mes-
sage to Interplay to update the Interplay folder associated with the files that have
been transferred. The Interplay Check In Folder is the fully qualified path to the
Interplay folder that is being updated. Only one folder can be updated per Unman-
aged Storage Repository.

m Folder Pattern Separator
This parameter can be left blank or set to dash (-), underscore (_), or period (.).

Used in conjunction with the Interplay Repository Folder Pattern to create the num-
bered subfolders under the Interplay Root Path.

The numbered subfolders are created and named as follows:
<repository_folder_pattern><folder_pattern_separator><number>

For example, if the folder pattern separator is an underscore (_), and the folder pat-
tern is MyfFiles, folders named MyFiles_1, MyFiles_2, MyFiles_3, and so on will be
created under the root folder.

If Folder Pattern Separator is left blank, Kumulate will use MS as the separator. For
example, MyFilesMS1, MyFilesMS2, MyFilesMS3, and so on.

Note: If the Interplay Repository Folder Pattern is also left blank, Kumulate will create
folders with only numbers in their names. For example, Avid
MediaFiles\MXF\1\, Avid MediaFiles\MXF\2\, Avid MediaFiles\MXF\3\, and so
on.

m Interplay Maximum Files

This parameter is the maximum number of files per numbered subfolders. A new
numbered subfolder is created when the maximum is reached.

Note: 2500 files per folder is recommended. Avid limits the number of files per folder
to 5000. Do not set this parameter to any value greater than 5000.
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m Interplay Repository Folder Pattern

This parameter is used in conjunction with Folder Pattern Separator to create the
numbered subfolders under the Interplay Root Path.

The numbered subfolders are created and named as follows:
[Interplay Repository Folder Pattern][Folder Pattern Separator][number]

For example, if Folder Pattern Separator is set to underscore (_), and Interplay
Repository Folder Pattern is set to MyFiles, folders named MyFiles_1, MyFiles_2,
MyFiles_3, and so on will be created.

Note: If Interplay Repository Folder Pattern is left blank, Kumulate will create folders
with number names. For example, Avid MediaFiles\MXF\1\, Avid
MediaFiles\MXF\2\, Avid MediaFiles\MXF\3\, and so on.

m Interplay Root Path

The fully qualified path to the root folder on the ISIS storage unit where the
restored Master Clips are placed. The path used for the Interplay Root Path must
include Avid MediaFiles\MXF\, which is automatically created by Media Composer.

The numbered folders can be located in a subfolder of Avid MediaFiles\MXF\. The
subfolder must already exist before it can be used as the Interplay Root Path.

m Interplay WS Check In Retry Interval (sec) and Interplay WS Check In Retry Number

In the event that a transfer is not successful, the transfer will be retried Interplay WS
Check In Retry Number times, every Interplay WS Check In Retry Interval (sec). If the
transfer is still unsuccessful when Interplay WS Check In Retry Number is reached,
the transfer fails.

m Interplay WS User, Interplay WS Password, and Interplay WS Address
The connection credentials for the Interplay Web Services service.

m Interplay Work Group
The Interplay workgroup to connect to.

m Max Copy In

This only applies when the Unmanaged Storage Repository is configured for copy-
ing in files. It sets the maximum number of concurrent transfers from the Unman-
aged Storage Repository to Kumulate. The value can be between 0 and 127, where
0 means that there is no limit on the number of transfers. The default value is 0.

Note: It is strongly recommended to change this to a non-zero value.

m Max Copy Out

This only applies when the Unmanaged Storage Repository is configured for copy-
ing out files. It sets the maximum number of concurrent transfers from Kumulate to
the Unmanaged Storage Repository. The value can be between 0 and 127, where 0
means that there is no limit on the number of transfers. The default value is 0.
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Note: Itis strongly recommended to change this to a non-zero value.

m Overwrite Video Server Rendition

When set to NOT ALLOWED, a transfer from Kumulate to the Unmanaged Storage
Repository will fail if the file already exists on the Unmanaged Storage Repository.

When set to ALLOWED, the transfer will overwrite the existing file on the Unman-
aged Storage Repository.

m Restore Using

This parameter specifies how to name the physical file when a Rendition is trans-
ferred to this Unmanaged Storage Repository. There are three options for Restore

Using as follows:

Virtual Object ID

The file is named using the transferred Rendition's
Virtual Object ID.

Name

The file is named using the transferred Rendition's
Virtual Object Name.

Original Name

The file is named using the transferred Rendition's
Original Name. Original Name contains the name of the
Virtual Object when its source Rendition was
discovered.

Preserve Filenames

The file name is not modified after transfer.

The Restore Extension parameter will not be applicable
when this option is used. If the Unmanaged Storage
Repository configuration is saved after setting this
option, Restore Extension will be hidden.

Note: If the Virtual Object source location used Virtual Object ID as the Naming
Schema, the Virtual Object ID, Virtual Object Name, and Original Name may be

identical.

m Restore Extension

This parameter determines how file extensions are handled when files are copied
to the Unmanaged Storage Repository.

Filenames and their extensions are preserved when Renditions are copied between
locations by default. The Restore Extension parameter allows extensions to be
added, removed, or replaced.

Restore Using:
Restore Extension:
Transcode Using:
Transfer timeout:

Transfer Mode:

Mame hd
| Preserve original extension v

Preserve original extension
New extension

Add extension if no uriginaxtensicn

DataMover Repository Path: Remoye SDECiﬂC extension
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The following Restore Extension options are available:

Value

Behavior

Preserve original extension

The extension does not change when the
file is copied to the Unmanaged Storage
Repository.

This is the default behavior.

New extension

Change the existing extension to the
specified extension.

Remove extension

Remove the extension if one exists.

Add extension if no original extension

Add the specified extension if the original
filename does not have an extension.

Remove specific extension

Remove only the specified extension and
preserve all other extensions.

The New extension, Add extension if no original extension, and Remove specific
extension work with the Extension parameter. This parameter is not visible by
default. If the Extension parameter is not visible, click OK to save the configuration,
then navigate back to the Transfer tab. The Extension parameter should now be vis-

ible.
Restore Using:
Restore Extension:

Extension:

m Extension

MName ¥
Remove specific extension v
|f

The Extension parameter works with the Restore Extension parameter to replace

file extensions when Renditions are copied to the Unmanaged Storage Repository.

This parameter is not visible by default. It only becomes visible when Restore Exten-
sion is set to New extension, Add extension if no original extension, or Remove spe-
cific extension.

Note: In some cases, the configuration must be saved after selecting New extension,

Add extension if no original extension, or Remove specific extension for the
Extension parameter to become visible.

Kumulate Administration Guide
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Some files may contain information at the beginning and end of the file that is not
necessarily meant to be transcoded. This happens most often with commercial
spots which can have agency information, tags, and blacks appended to the beg-
ging and the end of the advertisement. Selecting SOM and EOM prevents these

7~
telestream

60



Unmanaged Storage Repositories | 61
Avid Interplay Unmanaged Storage Repositories

extraneous bits from being transcoded. Additional configuration is needed to use
EOM and SOM.

When set to SOF and EOF, the entire file is transcoded.
When set to SOM and EOM, only a part of the file is transcoded.
See Start of Message Parameter for more information.
m Transfer Mode
Always set to UNC Interplay.
m DataMover Repository Path

Provides the DataMover access to the ISIS Unmanaged Storage Repository. This
must point to the location of the files on the ISIS storage unit. With copy-out
Unmanaged Storage Repositories, this path must be the same path used for the
Directory parameter under the Connection tab.

m MassTransit Repository Path

Provides HQS access to the ISIS Unmanaged Storage Repository. Allows HQS to
transcode files on the Unmanaged Storage Repository rather than on the cache.

The parameter should either point to the location of the files on the ISIS storage
unit, or it can be left blank. If this parameter is left blank, HQS will transcode files
once they are transferred to the cache.

With copy-out Unmanaged Storage Repositories, this path must be the same path
used for the Directory parameter under the Connection tab.

Kumulate Administration Guide telestream



Unmanaged Storage Repositories | 62

Avid Unmanaged Storage Repository Metadata Mapping

Avid Unmanaged Storage Repository Metadata
Mapping

When Avid Renditions are copied in to Kumulate, an AAF processor extracts metadata
and a metadata mapping assigns the extracted metadata to Kumulate metadata.

You have to manually add metadata mappings to an Avid Unmanaged Storage
Repository for the metadata extracted from the AAF to be assigned to the appropriate
Kumulate metadata.

Before mappings are added, a representative AAF file needs to be examined by the
administrator creating the metadata mappings. The AAF processor included with HQS
can be used for this purpose.

Note: The information in this section applies to all Avid Unmanaged Storage
Repositories except Avid Interplay Copy Out Unmanaged Storage Repositories.

Adding a Metadata Mapping

The metadata in an Avid Rendition's AAF file can be mapped to Kumulate metadata.
These mappings must be added to the Avid Unmanaged Storage Repository after a
representative AAF file has been examined. The AAF processor installed with HQS can
be used to extract the metadata in an AAF file to an xml file.

For example:

C:\AAFFiles>aafProcessor.exe -r ExtractMetadata Sample.aaf MD_Sample.aaf.xml

Note: The aafProcessor.exe can be found on the server where HQS is installed in
C:\Program Files (x86)\Masstech\AAFProcessor\ folder.

Each xml tag in the output file is an AFF metadata and its value.

For example:

<AAFProcessor version="1.0">
[...]
<Metadata type="TVDM">
<MobAttributelList 1d="60958183-47b1-11d4-a01c0004ac969f50">
<_VERS ION>2</_VERSION>
< SERVERUSER type=" AttributeList">
<Name>W0002-076</Name>
</_SERVERUSER>
< EXPORT type=" AttributeList">
<Duration>24;35;29</Duration>
<Modified Date>7/31/2014 9:52:50</Modified Date>
<Creation Date>7/28/2014 11:52:29</Creation Date>
<CFPS>59.94</CFPS>
<Color></Color>
<End>02;52;03;01</End>
<FPS>59.94</FPS>
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<Lock></Lock>
<Offline></0Offline>
<Start>02;27;27;02</Start>
<Tracks>V1 Al-8 TCl</Tracks>
<_HEADFRAMEOFFSET>O</_HEADFRAMEOFFSET>
< HEADFRAMEIMAGE type="Unknown">
ccaa’73d1-£538-11d3-a081006094eb75cbh
</ HEADFRAMEIMAGE>
</ EXPORT>
</MobAttributeList>

</Metadata>

[...]

</AAFProcessor>

The metadata tags in the output file correspond to a point-separated Location

Metadata ID.

For example:

<metadata><mobAttributList><export><start>

corresponds to

metadata.mobAttributeList.export.start

<Metadata type="TVDM">
<MobAttributelList 1d="60958183-47b1-11d4-a01c0004ac969£f50">

[...]

< EXPORT type=" AttributelList">

[..]

<Start>02;27;27;02</Start>

[..]

</ EXPORT>
</MobAttributeList>

</Metadata>

Kumulate Administration Guide

Metadata Mapping List

metadata.userComments.name

metadata.mobAttributelist.export.duration
metadata.mobAttributelist.export.video
metadata. mobAttributelist.export.cfps

metadata.mobAttributelist.export.end

fmetadata.mobAttributeList.export.stare ||
Modified By
Video ID

metadata.timecodelnfo.cfps
metadata.timecodelnfo.start
metadata.timecodelnfo.end
metadata.timecodelnfo.duration

extractGroup.name

0000000000000

extractGroup.metadatalD.type

SISSIsIsIsIIsIsIs s IS
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Use the following procedure to add a metadata mapping to an Unmanaged Storage
Repository:

1. Click the Location Metadata Mapping button on the Unmanaged Storage
Repository Configuration page.
Storage Location Configuration

Storage Location Configuration

DEFAULT METADATA PROFILE. || RESTORE PROFILE INFORMATION l!’.!'e\!'.lﬂ" METADATA MAPPING,

2, Click Add Mapping to add default metadata mappings.
[

ADD METADATA MAPPING. | ADD MAPPING
Metadata Mapping List
Actions Location Metadata ID

3. The default metadata mappings are loaded and added to the Unmanaged Storage
Repository as shown in the following figure:
Metadata Mapping List

Actions Location Metadata ID MASSSTORE METADATA ID Mapping Type

9 e metadatauserComments.comments Assar/Defauk/program_notes Diraet
6 o metadatamobAttributelist.export.chps Instance/Defaul/Videa Standard Mapped value
0 e metadatamobAttributelist.export.start Instance/Defaul/S0M Direct
@ 0 metadatasimecodelnfo cips Instance/Defauk/Video Standard Mapped value
0 Q extractGroup.metadatalD.type Instance/Defauk/media_type Mapped value
0 Q metadatamobAttributelist.export.vides Instance/Default/Videa Format Direct
9 Q meadatarimecodelnfo duration Asser/Dafauk/Duration Direct
0 0 extractGroup.name Asset/Defauk/Display Name Direct
0 Q metadata.userComments.name Asset/Default/Tile Direct
9 0 metadatamobAtirbutelist.export.duration Asser/Defauk/Duration Direct
0 0 metadatamobAttributelist.export.end Instance/Defauk/EOM Direct
0 Q metadatatimecodelnfostant Instance/Default/SOM Direct
@ 0 meadatatimecodelnfo.end Instance/Defaul/EOM Direct

The default metadata mapping is different for Avid Standalone and Avid Interplay
locations.

The metadata mapping table has three columns:

Column Description

Location Metadata ID The path to the metadata in the AAF file.

KUMULATE METADATA ID | The Kumulate metadata that will be assigned the AAF
metadata.

Mapping Type Can be Direct or Mapped.

If the metadata is Mapped, the metadata in the AAF file is
mapped to a value that is then used as the Kumulate
metadata; otherwise the metadata in the AAF file is
assigned to the Kumulate metadata directly.
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The default metadata mapping may not correspond to the actual metadata in the AAF
file, or the user may prefer that some metadata be mapped differently from the default.

If a metadata mapping needs to be changed, it can be modified by clicking the pencil
icon.

For example, if the Virtual Object/Default/Title Kumulate metadata needs to get its
value from extractGroup.name rather than from metadata.userComments.name as set
by default, click the pencil icon next to that line.

( ADD METADATA MAPPING .
Metadata Mapping
Actions Location Metadata 1D

metadata.userComments.comments

€) [rendans.userComments.ame

Asset/Asset Information/Program Motes

Azser/Asser Information Title

metadata.mobAttributelist.export. duration Asser/Asset Information/Duration
Modify Metadata Mapping Asset/Avid Metadata/Video Id
matacata.umecodelnto, duration Assat/Assar Information/ Duration
@ o extractGroup.name Azzet/Aszet Infarmation/ Name
6 0 metadata.mobAttributelist.export. video Instance/Video/Video Format

The Modify Metadata Mapping page will show the current metadata mapping.

Location Metadata Mapping

Location Metadata ID:

metadata.userComments.name ¥ < Required
MassStore Metadata ID:
Asset/Asset Information/Asset Id ¥ < Required

Mapping Type:
Direct ¥ | < Required

Both the Kumulate and the Location Metadata IDs can be modified. However, if both
the Kumulate metadata and the AAF metadata need to be modified, a new metadata
mapping should be created instead.

In the following example only the Location Metadata ID needs to be modified:

Select extractGroup.name from the Location Metadata ID pull down menu as shown.
Location Metadata Mapping

Location Metadata ID:
metadata.userComments.name
Created By -
Creation Date < Required
Duration
End
Media File Format
Media Size
Media Status
Modified By -
Modified Date _
Moniker
Start ‘

Source ID

Tracks

Version . mmmmm

Comment \

extractGroup.name |
extractGroup.metadatalD.type k

extractGroup.metadatalD.typeString
metadata.userComments.name e

-«

< Required
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Note: If the AAF metadata that needs to be mapped is not in the pull down menu, it
can be added manually.

Creating a New Metadata Mapping

If an additional metadata mapping between location metadata and AAF metadata, it
can be created and added to the list of metadata mappings.

Note: The AAF metadata must already exist in the Kumulate Metadata ID pull down
menu. If the metadata does not exist in the drop down menu, it must be
added.

Use the following procedure to create a new metadata mapping:

1. Click Location Metadata Mapping from the Unmanaged Storage Repository
Configuration page.
Storage Location Configuration

(ossaurtwersosra proviLe ) ((RESTORE PROFLE NFORAATION

Storage Location Configuration

| [ LOCATION METADATA MAPPING, @

2. Click Add Metadata Mapping on the Metadata Mapping page.
[ Ao0 meTaoATA 1aPeinG [ DELETE MAPPING ]

Metadata Mapping List

ocation Metadata ID
oo data.userC: ’ ents
Oo metadata.userComments.name

00 metadata.mobAttributeList.export.duration
00 metadata.mobAttributeList.export.video
00 metadata.mobAttributeList.export.cfps
00 metadata.mobAttributelist.export.end
00 metadata.mobAttributelist.export.start
0O rodtied ey

00 Video ID

00 metadata.timecodelnfo.cfps

00 metadata.timecodelnfo.start

oo metadatatimecodelnfo.end

Oo metadata.timecodelnfo.duration

00 extractGroup.name

OQ extractGroup.metadatalD.type
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3. Select the AAF file metadata from the Location Metadata ID pull down menu.

Location Metadata ID:

Video ID

-

< Required

metadata.mobAttributeList.export.video
metadata.mobAttributeList.export.modifiedDate
metadata.mobAttributeList.export.creationDate
metadata.mobAttributeList.export.audioFormat
metadata.mobAttributeList.export.cfps
metadata.mobAttributeList.export.color
metadata.mobAttributeList.export.colorFraming
metadata.mobAttributeList.export.drive
metadata.mobAttributeList.export.end

metadata.mobAttributeList.export.lock
metadata.mobAttributeList.export.markIn
metadata.mobAttributeList.export.markOut
metadata.mobAttributeList.export.offline
metadata.mobAttributeList.export.start
metadata.mobAttributeList.export.tape
metadata.mobAttributeList.export.tracks

metadata.mobAttributeList.export.fps k
metadata.mobAttributeList.export.knDur

metadata.mobAttributeList.export.headFrameOffset
metadata.mobAttributeList.export.headFrameImage

< Required

4, From the Kumulate Metadata ID pull down menu, select the Kumulate metadata

that will be assigned the AAF metadata.

Location Metadata Mapping

Location Metadata ID:
\ metadata.mobAttributeList.export.fps
MassStore d

¥ | < Required

ID:
Asset/Asset Information/Asset Id

¥ | < Required

Instance/Summary/Instance Format
Instance/Summary/Instance Status
Instance/Summary/Last Update
Instance/Summary/Name
Instance/Summary/SOM
Instance/Summary/Storage Location Name
Instance/Summary/Storage Media
Instance/Summary/Storage Unit Id
Instance/Summary/Wrapper
Instance/Video/AFD
Instance/Video/Aspect Ratio
Instance/Video/Chroma Format
Instance/Video/Frame Rate
Instance/Video/Gop Structure
Instance/Video/Scan Mode
Instance/Video/Video Bitrate
Instance/Video/Video Format
Instance/Video/Video Height
Instance/Video/Video Standard
Instance/Video/Video Width

-

5. Select the mapping type from the Mapping Type pull down menu.

Location Metadata Mapping

Location Metadata ID:
| metadata.mobAttributeList.export.fps

MassStore Metadata ID:
| Instance/Video/Frame Rate

Mapping Type:
Direct ¥ | < Required

Direct |- -=—=—=—=—=======
Date
Mapped value k‘

Unix Timestamp

Kumulate Administration Guide
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6. With the Date mapping type, the date format must also be selected.

Mapping Type:
Date v | < Required

Date Format:
'® vear month day
'~ month day year
") year day month

- day month year

On the Add New Mapping Attribute page, add the expected value from the AAF in
the Location Value text box, and add the value to use in the Kumulate metadata in
the Kumulate value text box.

Add New Mapping Attribute

Location: AVIDSTANDALONE

Metadata Mapping Attribute

Location value:

23.876 < Required

MassStore value:
24 < Required

7. Click OK to save.
8. Click OK to save. The mapping will appear in the Metadata Mapping List.

Metadata Mapping List

ASSSTORE METADATA

@ o metadata.mebAttributelist. export. start Instance/Defauk/SOM Direct

) ©  mesdsazimecsdeinfoctos Instance/Dafauk/Vides Standard Mapped value

00 metadaauserComments.comments Azzer/Defaul/program_notes Direct

0 o metadats.mebArtributelisy. expor.cfps Instanze/Defaulr/Vides Standard Mapped valie
metadata.timecodelnfo.duration Aszex/Defaul/Duration Direct
matadata.mobAstributelist.export.fos Instance/Defauk/Frame Rate Mapped value I
wxtraciGroup.metadatalD.type Instance/Defauk/media_type Mapped value

0 0 metadata.mobArtributelist.export.vides Instance/Defauk/Vides Format Direct

09 metadata.mobAstributelist.export.duration Asset/Default/Duration Direct

) ©  mesdaasmecodainfond Instance/Defauk/EOM Direct

00 metadata.mobastributelist.export.and Instance/Defauk/EOM Direct

() © resdstazmecsdeiniastat Instance/Defauk/SOM Direst

) © exrscrtroup.name Asset/Default/Display Name Direct

00 metadata.userComments.name Asset/Defaul/Tele Direct

The Kumulate metadata will now be populated using the information extracted from
the AAF file.
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Adding AAF Metadata

When a new metadata mapping is created, metadata from the AAF file is mapped to
Kumulate metadata. The available AAF metadata is visible from the Location Metadata

ID pull down menu.

Location Metadata ID:

Video ID ¥ | < Required
metadata.mobAttributeList.export.video ~
metadata.mobAttributeList.export.modifiedDate < Required

metadata.mobAttributeList.export.creationDate
metadata.mobAttributeList.export.audioFormat
metadata.mobAttributeList.export.cfps
metadata.mobAttributeList.export.color
metadata.mobAttributeList.export.colorFraming
metadata.mobAttributeList.export.drive
metadata.mobAttributeList.export.end

I
metadata.mobAttributeList.export.knDur

metadata.mobAttributeList.export.lock

metadata.mobAttributeList.export.markIn ;

metadata.mobAttributeList.export.markOut
metadata.mobAttributeList.export.offline

metadata.mobAttributeList.export.start

metadata.mobAttributeList.export.tape

metadata.mobAttributeList.export.tracks
metadata.mobAttributeList.export.headFrameOffset
metadata.mobAttributeList.export.headFramelmage N

If the AAF metadata needed for the mapping is not in the pull down menu, it can be
added by modifying AVID_UNC_location_metadata.properties and aaf-xml-
entries.xml.

Use the following procedure to add the AAF Metadata:

1. On the Kumulate server host, change directory to C:\Program Files\Apache Software
Foundation\Tomcat 8.5\webapps\montana\WEB-INF\classes\.

2. Open the AVID_UNC_location_metadata.properties file.
3. Convert the metadata xml tags in the AAF file to a point-separated name.

For example, the AAF metadata xml path <metadata><slots><Descriptive-
Marker><UserComments><Comment> corresponds to
metadata.slots.DescriptiveMarker.UserComments.Comment.

4, Add the point-separated AAF metadata ID to the list of IDs:
metadata.mobAttributelList.systemColumnData.columnVideoFileFormat
metadata.timecodelnfo.duration
metadata.timecodelnfo.cfps
metadata.timecodelnfo.start
metadata.timecodelnfo.end
metadata.slots.DescriptiveMarker.UserComments.Comment

5. Save AVID_UNC_location_metadata.properties.

6. Open aaf-xml-entries.xml (located in the same directory), and create an entry for the
new Location Metadata ID.

7. Each Metadatalnfo entry in the aaf-xml-entries.xml file associates the point-
separated name used in the Location Metadata ID field with the xml path in the
AAF file.

-
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8. For example, to add metadata.slots.DescriptiveMarker.UserComments.Comment,
add the following at the end of the file, before the </Metadatalnfo> closing tag:

<MetadataInfo>
<MetadataName>
metadata.slots.DescriptiveMarker.UserComments.Comment
</MetadataName>
<Type>TEXT</Type>
<Tag>
/Metadata[0]/Slots[0]/DescriptiveMarker[0]/UserComments[0]/
Comment [0]
</Tag>
</MetadataInfo>

9. Save aaf-xml-entries.xml.

10. Stop and start the Tomcat server to restart Kumulate.

Configure... Configure...
Start service Start service

’ Stop service ‘ Stop service
Thread Dump by Thread Dump
Exit Exit

About About

11. The newly-added metadata ID will now appear in the pull down list.

-
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Omneon FTP Unmanaged Storage Repositories

Note: Omneon Spectrum and Media Deck are now known as Harmonic Spectrum
Family. However, the configuration name for this type of Unmanaged Storage
Repository remains Omneon FTP, and the capture type remains OMNEON.

An Omneon FTP Unmanaged Storage Repository consists of a Harmonic Spectrum
video server, or an Omneon Spectrum or Media Deck video server, connected to a
Kumulate server through location on an FTP server. Kumulate monitors the FTP server
location for new Renditions.

File and Folder Formats

An Omneon FTP Unmanaged Storage Repository only supports reference MOV files. A
reference MOV file is essentially a file containing a list of MOV files. The MOV files in the
list are stored in a separate directory.

When Kumulate discovers a reference MOV file, Kumulate transfers the file, opens it to
obtain its list of files, then copies in the files in the list.

Files that are transferred from Kumulate to the video server are also placed on the FTP
server.

The reference MOV files are generally located under the clip.dir directory. The media
files referenced by the MOV files are located in the clip.dir/media.dir directory.

Configuration

An Omneon FTP Unmanaged Storage Repository is typically configured as both a copy-
in and a copy-out location. Each Omneon FTP Unmanaged Storage Repository is
configured to discover MXF, self-contained MOV, or reference MOV files. An Omneon
FTP Unmanaged Storage Repository can handle either self-contained MOV files or
reference MOV files, but not both.

Use the following procedure to configure an Omneon FTP Unmanaged Storage
Repository:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte ASSET ~ | Q Enter ,

STATUS G ADMINISTRATION ELASTICSEARCH CLUSTERS  FA\ ADOBE SETTINGS

2, Select Locations > Storage.

D wviedla Mianagemeni- !: Locatons - aContent~

¥

) ~
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3. Create a new Unmanaged Storage Repository by clicking the Add New Location
button.

Storage Location Manager

ARG KEW LOCATION

(@ Tama Returnad)

(0 Items Raturnad) [ Restone prorie meormaTion ) (L aErRESH )

4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

Location ID:

OMNEONFTP < Required
Location Description:
Omneon FTP Storage Location

Location Type:
Video Server v

5. Select the Monitoring tab and set Capture Format to OMNEON.
Connection Dizcriminators Transfer N
APT HostName: OMNEQNFTP |
API Protocol: FTF ¥ |
Capture Format: | OMMEON r |

6. Click OK to continue and you will be returned to the Connection tab.

Enter the FTP credentials in the text boxes. The Directory parameter must point to
the FTP root directory. Extract Metadata must be set to NO.

Maonitoring Dizcriminators Transfer b
Extract Metadata: NO ¥
FTP Port: 21
Directory: fOMNEUN,f
HostMName: 10.1.4.123
Use Passive Mode (if server v
supports it):
Password:
User: anonymaous

7. Active FTP is used by default. Set Use Passive Mode (if server supports it) to YES to
use passive FTP.
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Note: The FTP connection will default back to Active if the Passive FTP connection
fails.

8. Click OK to continue. A warning will appear asking if you want to submit the
change to the Unmanaged Storage Repository. Click OK to continue and you will be

returned to the Connection tab.
WARNING

As you are changing the type and/or capture format

you should also review the Storage Location Profiles.
Do you want to submit the changes?

) e

9. Navigate to the Monitoring tab and set APl Hostname, Clip Dir (Omneon), Files Dir
Enable, Files Patterns (Include), Media Dir (Omneon), and Monitoring.

Connection Dizcrirminators Transfar -

API HostName:

API Protocol: LiL S
Capture Format:
Check Asset Unigueness: NO ¥
I Clip Dir (Omneon): Clip.dir I
Date Format: MM/ ddyyyy ¥
Delete From Video Server: Mot Allowed ¥
Delete timeout: 30 |
Delete Content From Archive: | NO ¥
Discovery Iterations: Single Step ¥
Export Metadata: NO

—
I Files Dir Enable: YES ¥
Files Patterns (Include): = MXF*.MOV

Files Patterns (Exclude):

Ignore List:

Import Metadata: NO ¥ |
I Media Dir (Omneon): Clip.dir/Media.dir

Monitor Timeout {(min):

Monitoring: oM r

Naming Schema: A
Polling Begin Time: 0

Polling End Time: 24

Polling Interval(sec): 0

Release State: Ignore ¥
Type Of Content: v

7~
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Parameter Description

APl HostName The FTP hostname or IP address. Must be the same as that
used under the Connection tab.

Clip Dir (Omneon) The FTP folder used for the clip files. This directory contains
the MXF and MOV files, including reference MOV files. The
folder will generally be named clip.dir.

Files Dir Enable Must be set to YES.

Files Patterns (Include) | The file type extensions to discover on the Unmanaged
Storage Repository. The extensions should be separated by
a comma (,) if both MXF and MOV files will be discovered.

Media Dir (Omneon) | The FTP folder for media files referenced by the reference
MOV files. The folder will generally be named
clip.dir\media.dir.

Monitoring Set Monitoring to ON.

See Monitoring Parameters and Transfer Parameters for the complete list of applica-
ble parameters.

10. Click OK to save the configuration.

Monitoring Parameters

The following parameters under the Monitoring tab are used by Omneon FTP
Unmanaged Storage Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m APl HostName

The IP address of the FTP server.
m API Protocol

Always set to FTP.
m Capture Format

Omneon FTP Unmanaged Storage Repositories must have Capture Format set to
OMNEON.
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m Clip Dir (Omneon)

This is the FTP directory used for the clip files. This directory contains the MXF and
MOV files, and includes the reference MOV files.

The MXF and MOV files (including reference MOV files) are typically kept in the
clip.dir directory. This directory may be different in certain configurations. The files
referenced by reference MOV files are stored in a subdirectory. The Media Dir
(Omneon) parameter must point to this directory.

m Delete Content From Archive

Delete Content From Archive sets whether a Virtual Object's archived Renditions
are deleted when the physical Rendition on the Unmanaged Storage Repository
changes.

When a Rendition changes on an Unmanaged Storage Repository, the existing Ren-
dition is deleted and replaced with the changed Rendition.

Setting Delete Content From Archive to YES will also delete all Renditions located
on Managed Storage Repositories when the physical Rendition on the Unmanaged
Storage Repository changes.

If the Delete Virtual Object With No Renditions parameter in the Virtual Object
Manager module is set to ON, and the Virtual Object does not contain any other
Unmanaged Storage Repository Renditions in addition to the one that has
changed, the Virtual Object will be deleted and a new Virtual Object will be created
for the changed Rendition.

Delete Content From Archive is set to NO by default.

Note: Delete Content From Archive has no effect when discriminators are used by the
location.

m Delete From Video Server

Allows the deletion of files from the Unmanaged Storage Repository after they
have been copied in to Kumulate.

m Delete Timeout
The amount of time to wait for a file to be physically deleted from the video server.

If the timeout is reached and the file has not been deleted, the operation fails and
the file will no longer be visible. However, it may remain in an unusable state on the
video server.

m Files Dir Enable

Indicates whether the full directory structure of the folder on the FTP server is rec-
reated on the cache.

Setting Files Dir Enable to YES recreates the entire directory structure on the cache.
This allows Kumulate to transcode the files and create proxies. Setting the parame-
ter to NO only creates file proxies on the cache.
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Note: Files Dir Enable must be set to YES in Omneon FTP Unmanaged Storage
Repositories.

m Files Patterns (Include)

The file type extensions to discover on the Unmanaged Storage Repository and
must be set to MOV. This value is used to populate the wrapper metadata.

m Ignore List
Kumulate will not copy-in any files that appear in this list. Ignore List can either be a
list of filenames or a regular expression.

m Media Dir (Omneon)
The FTP directory used for media files referenced by reference MOV files.
The MXF and MOV files (including reference MOV files) are kept in the Clip Dir
(Omneon). The MOV files referenced by the reference MOV files are kept in a subdi-
rectory of this directory; typically named media.dir.

m Monitoring
Specifies whether Kumulate is monitoring the location to discover and copy in new
Renditions.

Omneon FTP Unmanaged Storage Repositories are generally used to both copy-in
and copy-out media. Therefore, Monitoring is set to ON. It should only be set to OFF
if the Unmanaged Storage Repository will not be used to discover and copy-in Ren-
ditions.

m Naming Schema
Determines how the Virtual Object ID is set upon discovery.

Virtual Object ID sets the Virtual Object ID to the root filename of the discovered
Rendition. In this case, the Virtual Object Name, Virtual Object ID, and Original
Name of the Virtual Object will be identical.

UMID sets the Virtual Object ID to a unique UMID. This ensures unique names for all
Virtual Objects. The Virtual Object Name will still be the root filename of the discov-
ered Rendition.

Note: Neither Rendition nor Virtual Object discriminators can be used when Naming
Schema is set to Virtual Object ID.

m Polling Begin Time, Polling End Time, Polling Interval(sec)
Controls the frequency at which Kumulate polls the FTP server.

Polling Begin Time and Polling End Time instruct Kumulate to poll the Unmanaged
Storage Repository only between Polling Begin Time and Polling End Time. These
parameters are based on the 24-hour clock, and can only be set to hours.

Polling Interval(sec) instructs Kumulate to poll the Unmanaged Storage Repository
every specified number of seconds. The interval begins when the discovery opera-
tion ends. The minimum value for this interval is 10s. Setting this parameter to 0
effectively sets it to 10s.
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Transfer Parameters

The following parameters under the Transfer tab are used by Omneon FTP Unmanaged
Storage Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m Capture Mode

The capture mode specifies whether the physical file on this Unmanaged Storage
Repository is kept or deleted after its Rendition is transferred to another location.

MOVE deletes the physical file from this location after the transfer, while COPY
keeps it.

m Checksum Type and Checksum Validation
Rendition checksums are calculated to ensure that Rendition data is not corrupted.

When a Rendition is copied to the location, its checksum is calculated using the
algorithm specified by Checksum Type. If the Rendition's checksum is not already in
the database, it is added. If the Rendition's checksum is already in the database, but
the two checksums do not match, the transfer will fail and an error will be gener-
ated.

If After Write is selected for Checksum Validation an additional check is made after
the Rendition has been fully copied to the location. If the checksum of the written
Rendition does not match the checksum in the database the transfer will fail.

m File info command

The FTP command to use to determine whether a file is on an FTP server.

Note: Do not change the value from the default unless the FTP command results in
errors.

m Max Copy In

Only applies when the Unmanaged Storage Repository is configured for copying in
files, and sets the maximum number of concurrent transfers from the Unmanaged
Storage Repository to Kumulate.

The value can be between 0 and 127 where 0 means that there is no limit on the
number of transfers.

The default value is 0.

Note: Itis strongly recommended to change this to a non-zero value.
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This parameter only applies when the Unmanaged Storage Repository is config-
ured for copying out files, and sets the maximum number of concurrent transfers
from Kumulate to the Unmanaged Storage Repository.

The value can be between 0 and 127 where 0 means that there is no limit on the
number of transfers.

The default value is 0.

Note: Itis strongly recommended to change this to a non-zero value.

m Overwrite Video Server Rendition

When set to NOT ALLOWED, a transfer from Kumulate to the Unmanaged Storage
Repository will fail if the file already exists on the Unmanaged Storage Repository.

When set to ALLOWED, the transfer will overwrite the existing file on the Unman-
aged Storage Repository.

m Restore Using

This parameter specifies how to name the physical file when a Rendition is trans-
ferred to this Unmanaged Storage Repository. There are four options as follows:

Virtual Object ID

The file is named using the transferred Rendition's Virtual
Object ID.

Name

The file is named using the transferred Rendition's Virtual
Object Name.

Original Name

The file is named using the transferred Rendition's Original
Name. Original Name contains the name of the Virtual Object
when its source Rendition was discovered.

Preserve Filenames

The filename is not modified after transfer.

The Restore Extension parameter will not be applicable when
this option is used. If the Unmanaged Storage Repository
configuration is saved after setting this option, Restore
Extension will be hidden.

Note: If the Virtual Object source location used Virtual Object ID as the Naming
Schema, the Virtual Object ID, Virtual Object Name, and Original Name may be

identical.

mTranscode Using

Some files may contain information at the beginning and end of the file that is not
necessarily meant to be transcoded. This happens most often with commercial
spots which can have agency information, tags, and blacks appended to the beg-
ging and the end of the advertisement. Selecting SOM and EOM prevents these
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extraneous bits from being transcoded. Additional configuration is needed to use
EOM and SOM.

When set to SOF and EOF, the entire file is transcoded.
When set to SOM and EOM, only a part of the file is transcoded.
See Start of Message Parameter for more information.
m Transfer Mode
Always set to Direct FTP.

) ~
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Pitchblue FTP Unmanaged Storage Repositories

A Pitchblue Unmanaged Storage Repository consists of an FTP server connected to
Kumulate. Kumulate monitors the FTP server for new files and pulls them in. Pitchblue
Unmanaged Storage Repositories are purely used to discover and copy-in Virtual
Objects.

Two new options have been added to the Pitchblue Unmanaged Storage Repository
configuration in Kumulate 2.2 to enable the centralized ingest and subsequent
distribution to local Kumulate systems. The new options are named Find Media from
XML and Rendition Format.

The Find Media from XML parameter was added to configure the media path discovery
method. If the parameter is set to YES, Kumulate will extract the discovery file and
media path from the XML file. If the parameter is set to NO, Kumulate will look for these
files in the path specified in the XML Path parameter (similar to BXF/EXTREMEREACH).

o The xml files in XML Path are monitored; this can be a relative or absolute path from
the FTP Connection directory.

» The connection directory is scanned for files matching the name of the XML file
(excluding the extension).

- Allfiles in the directory are iterated if there are wildcards in the extensions of the
File Patterns (Include) setting.

- If there are only explicit extensions, Kumulate will attempt to find only files with
the xml file’s name with the explicit extension; this is faster than iterating all files.

The Rendition Format parameter provides the option of different Rendition formats to
support configurations where content is transcoded before it arrives in the Kumulate
Unmanaged Storage Repository. The available values are as follows:

e PITCHBLUE (this is the default value)
o MXF

o QT

 MP4

o MPEG2TS

o MPEG2PS
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Storage Location ID:
| PITCHBLUE

AP HostName
API Protocal
Rename asset to:

Capture Format

Attach XML to asset:

Check Asset Uniqueness:
Type Of Content:

Date Format:

Delete From Video Server
Delete Content From Archive
Delete timeout:

Discovery Tterations
Exclude EOM from duration.
Files Dir Enable

Files Patterns (Include)
Files Patterns (Exclude):

Set ISCI as Title for Commercial segments:
Ignore list:

[Find Madia From XML
Monitor Timeout (min ):
Monitoring
Naming Schema

[anstance Format:

Polling Begin Time:
Polling End Time:

Polling Interval(sec):

File and Folder Formats

Connection Discriminators

[YES v]

Unmanaged Storage Repositories

Pitchblue FTP Unmanaged Storage Repositories

Transfer '-

|delll |
|FTP ~|

| Short Name + Episode Number

| PITCHBLUE v

| YES v |

|NO |

| SYNDICATED ~|
| MM/dd/yyyy v |

| Not Allowed v |

|NO ~|

|20 |
| Single Step |

| YES ~|

|NO v |

|5 |
| |
| YES % |

|2 ]

_[PITCHBLUE ¥ ]

0 |
24 |
0 |

The physical FTP server Unmanaged Storage Repository is used to receive content
from content creators. This content is discovered and copied in by Kumulate.
Renditions are never transferred to Pitchblue Unmanaged Storage Repositories.

Pitchblue Unmanaged Storage Repositories expect each media file to have a
corresponding formatsheet file. The formatsheet file is an xml file that contains
information on how to segment their associated media files. It can be saved as an
attachment by using the Attach XML to Virtual Object parameter.

The root FTP directory will contain two subdirectories: content and xml. The media files
are located under the content directory and may contain several subdirectories. The
formatsheets are located in the xm/ directory. These are searched recursively by

Kumulate for media files.

Note: If a media file does not have a corresponding formatsheet file, the file will not
be copied in, and no new Virtual Object will be created.
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Configuration
1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte

STATUS e ADMINISTRATION LASTICSEARCH CLUSTERS

2. Select Locations > Storage.

& Media Management~ B Locations~  ‘@rContent~

Storage

Archive I}

3. Create a new Unmanaged Storage Repository by clicking the Add New Location
button.
Storage Location Manager

ADD REW LOCATION,
RESTORE PROFILE INFORMATION

Storage Locations

(e nrmon ) ()

(0 Iterna Raturnas)

4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.
Create Storage Location

Storage Location Information

Location ID:
PitchbluesL < Required

Location Description:

Location Type:
Video Server ¥

5. Select the Monitoring tab and set Capture Format to OMNEON.
Connection ~ Ciscriminators Transfer

API HostName: [PrTCHBLUESL |

AT ot e —

Capture Format: [PITCHBLUE - v

7~
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6. Click OK to continue. A warning will appear asking if you want to submit the
change to the Unmanaged Storage Repository. Click OK to continue and you will be

returned to the

Connection tab.

As you are changing the type and/or capture format
you should also review the Storage Location Profiles.

Do you want to submit the changes?

@]

7. Enter the FTP credentials in the text boxes. The Directory parameter must point to
the FTP root directory. Extract Metadata must be set to NO.

Monitoring

Extract Metadata:
FTP Port:
Directory:
HostName:

Use Passive Mode (if server
supports it):
Password:

User:

. Discriminators Transfer

NO ¥
21

10.1.5.60
NO ¥

ThisUser

8. Active FTP is used by default. Set Use Passive Mode (if server supports it) to YES to
use passive FTP. Click OK to continue and you will be returned to the Connection

tab.

Note: The FTP connection will default back to Active if the Passive FTP connection

fails.

9. Navigate to the

Monitoring tab and set APl Hostname, Virtual Object Name Format,

Attach XML to Virtual Object, and Xml Path. The Xml Path is relative the root path

and must point

to the path on the FTP server where the formatsheets are located.

Connection | Discriminators  Tramsfer
Jap1 Hosthame: 10.1.5.60 |
API Protocol: FTP ¥
Rename asset to: Short Name + Episode Number I
=
Capture Format: PITCHBLUE v
Attach XML to asset: |YES ¥
ek Asse NO ¥
Uniqueness:
Date Format: Mr/dd/yyyy ¥
gelete From Video Not Allowed v
erver:
Delete timeout: 30
Delete Content From [y ¥
Archive:
Discovery Iterations: | Single Step ¥
Files Dir Enable: NO ¥
Files Patterns =
(Include): :
Files Patterns
(Exclude):

Ignore List:

Monitor Timeout {min):|45

Monitoring: ON ¥
Naming Schema: umMID
Polling Begin Time: 0
Polling End Time: 24

Polling Interval(sec): |0
Release State: Ignore

v

v

Remove Segment with |g |

= == Title for YES v
Commercial segments:

CATED v

Type Of Content: SYNDI
le Path: xml
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See the following section for the complete list of applicable parameters.

Parameter Description

APl HostName The FTP hostname or IP address. Must be the same as that used
under the Connection tab.

Virtual Object The format to use for Virtual Object naming. This sets the

Name Format Virtual Object Name metadata, not the Virtual Object ID
metadata.

Attach Xml to Set this to YES to upload the formatsheet associated with the

Virtual Object media to the Virtual Object as an attachment.
Set this to NO to discard the formatsheet after it has been
parsed.

Remove Segment | Use this to exclude events with specific IDs from segments.

ID with List This can be used to remove blacks (BLK events) from segments.
Separate multiple IDs with a comma.
Xml Path The path to the location of the formatsheets relative to the root

FTP directory.

10. Click OK to save the configuration.

Monitoring Parameters

The following parameters under the Monitoring tab are used by Pitchblue FTP
Unmanaged Storage Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m APl HostName

The IP address of the FTP server.
m API Protocol

Always set to FTP.
m Attach XML to Virtual Object

When set to YES, the formatsheet associated with the discovered media file is
uploaded as an attachment to the new Virtual Object.

If this parameter is set to NO, the information in the formatsheet will still be used,
but the file will not be uploaded as an attachment.
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m Virtual Object Name Format

The format to use when setting the Virtual Object name. With the exception of the
Original Name option, the naming information is extracted from the media file's
associated formatsheet. There are four options as follows:

Naming Option Description

Short Name + Episode Number Concatenate the short name and episode
number to create the Virtual Object name.

Short Name + Job ShortName + Concatenate the short name, job short name,
Episode Number + Run ShortName | episode number, and run short name to
create the Virtual Object name.

Short Name + Episode Number [+ Job | Concatenate the short name, episode
ShortName] [+ Run ShortName] number, job short name, and run short name
to create the Virtual Object name.

Original Name Use the media file's root name as the Virtual
Object name.

m Capture Format

Pitchblue FTP Unmanaged Storage Repositories must have Capture Format set to
PITCHBLUE.

m Delete Content From Archive

Delete Content From Archive sets whether a Virtual Object's archived Renditions
are deleted when the physical Rendition on the Unmanaged Storage Repository
changes.

When a Rendition changes on an Unmanaged Storage Repository, the existing Ren-
dition is deleted and replaced with the changed Rendition.

Setting Delete Content From Archive to YES will also delete all Renditions located
on Managed Storage Repositories when the physical Rendition on the Unmanaged
Storage Repository changes.

If the Delete Virtual Object With No Renditions parameter in the Virtual Object
Manager module is set to ON, and the Virtual Object does not contain any other
Unmanaged Storage Repository Renditions in addition to the one that has
changed, the Virtual Object will be deleted and a new Virtual Object will be created
for the changed Rendition.

This parameter is set to NO by default.

Note: Delete Content From Archive has no effect when discriminators are used by the
location.

m Delete From Video Server

Allows the deletion of files from the Unmanaged Storage Repository after they
have been copied in to Kumulate.
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m Delete Timeout

The amount of time to wait for a file to be physically deleted from the video server.
If the timeout is reached and the file has not been deleted the operation fails. The
file will no longer be visible, but it may remain in an unusable state on the video
server.

m Ignore List

Kumulate will not copy in any files that appear in this list. This parameter can be a
list of filenames or a regular expression.

m Monitoring
Indicates whether this Unmanaged Storage Repository is to be monitored.
Always set to ON.

m Naming Schema
Determines how the Virtual Object ID is set upon discovery.

The Virtual Object ID parameter sets the Virtual Object ID to the root filename of
the discovered Rendition. In this case, the Virtual Object Name, Virtual Object ID,
and Original Name of the Virtual Object will be identical.

UMID sets the Virtual Object ID to a unique UMID. This ensures unique names for all
Virtual Objects. The Virtual Object Name will still be the root filename of the discov-
ered Rendition.

Note: Neither Rendition nor Virtual Object discriminators can be used when Naming
Schema is set to Virtual Object ID.

m Polling Begin Time, Polling End Time, Polling Interval(sec)
Controls the frequency at which Kumulate polls the FTP server.

Polling Begin Time and Polling End Time instruct Kumulate to poll the Unmanaged
Storage Repository only between Polling Begin Time and Polling End Time. These
parameters are based on the 24-hour clock, and can only be set to hours.

Polling Interval(sec) instructs Kumulate to poll the Unmanaged Storage Repository
every specified number of seconds. The interval begins when the discovery opera-
tion ends. The minimum value for this interval is 10s. Setting this parameter to 0
effectively sets it to 10s.

m Remove Segment with ID in (list)
A comma-separated list of event IDs that need to be excluded from segments.

When the formatsheet is parsed to create segments, any events that include these
IDs will not be included in a segment. If an event with the listed ID is presentin a
segment, the segment will be split around that event.

This parameter is used most often to remove blacks from the video. The event ID
most likely to need to be removed is the BLK event ID.

m Type of Content
This parameter identifies the type of content being monitored.
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m Xml Path

The path to the directory on the FTP server that contains the formatsheets associ-
ated with the media files. The path must be in relation to the root directory.

) ~
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Project FTP Unmanaged Storage Repositories

Kumulate monitors Project Unmanaged Storage Repositories for new directories rather
than for new files. Kumulate copies in entire directories as a Virtual Object, preserving
the directory structure. This type of Unmanaged Storage Repository is useful for
archiving and restoring DPX projects. In the case of the Project FTP Unmanaged
Storage Repository, Kumulate monitors an FTP server for new directories.

Note: As of Kumulate 8.1, Project Locations can also be configured as UNC locations.
UNC locations offer better performance over FTP locations and should be used
instead of FTP locations whenever possible.

File and Folder Formats

A project Unmanaged Storage Repository consists of an FTP server connected to
Kumulate. When Kumulate discovers a new directory on the location, it waits for all files
under the directory to be completely uploaded before copying in the directory as a
new Virtual Object.

Note: Kumulate will ignore any changes made to the directory after it has been
copiedin. It is strongly recommended that projects only be uploaded to the
monitored location after the project is complete and no more changes will be
made to it.

A dominant file is selected to be used for transcodes, for metadata and for thumbnail
extractions. This file is specified by the Dominant File Location and Dominant File
Pattern parameters. If Dominant File Pattern is left blank, the largest file in the directory
is used. When the Virtual Object is copied out, the entire directory structure is
preserved.

Configuration

A Project FTP Unmanaged Storage Repository is typically configured as both a copy-in
and a copy-out location. Entire directories are copied in and out of the Unmanaged
Storage Repository.

Note: As of Kumulate 8.1, Project locations can also be configured as UNC locations.
UNC locations offer better performance over FTP locations, and should be used
instead of FTP locations when possible.

Use the following procedure to configure Project FTP Locations:
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1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte

STATUS & ADMINISTRATION H CLUSTER ADOBE SETTINGS

2. Select Locations > Storage.
£ Media Management~ B | ocations~ @ Content~

Storage

Archive

3. Create a new Unmanaged Storage Repository by clicking the Add New Location
button.
Storage Location Manager

ADD WEW LOCATION,

RESTORE PROFILE INFORMATION

(s smorne mromnarion) (eermen,)

0 Ttems Faturned)

4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

Lecatior ™™
ProjectUNC < Required

Location Description:
Project Storage Location

Location Type:
Video Server ¥

5. Select the Monitoring tab and set Capture Format to PROJECT.
Connection i Discriminators Transfer -

API HostName: ?PROJ ECT

API Protocol: FTP ¥

Capture Format: PROJECT r

~
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6. Click OK to return to the Connection tab and enter the FTP credentials in the text
boxes. The Directory parameter must point to the FTP root directory. Extract
Metadata must be set to NO.

Monitaring Discriminators Transfer
Extract Metadata: NO ¥
FTP Port: 21
Directory: W4,10.1.4.165\PROJECT \As:
HostName: 10.1.4.124
Use Passive Mode (if server
supports it): YES ¥
Password: ssssssnse
User: Admin

Active FTP is used by default. Set Use Passive Mode (if server supports it) to YES to
use passive FTP.

Note: The FTP connection will default back to Active if the Passive FTP connection
fails.

7. Click OK to continue. A warning will appear asking if you want to submit the
change to the Unmanaged Storage Repository. Click OK to continue and you will be
returned to the Connection tab.

As you are changing the type and/for capture format
you should also review the Storage Location Profiles.

Do you want to submit the changes?

8. Navigate to the Monitoring tab and set API Hostname, Dominant File Location,
Dominant File Pattern, Files Dir Enable, and Monitoring parameters. The Dominant
File Location and Dominant File Pattern parameters are used to identify the file in
the project that will be used for transcodes, metadata extractions, and thumbnail

extractions.
Connection | Ciscriminators | Transfer
API HostName: PROJECT
API Protocol: FTP ¥
Capture Format: PROJECT hd
Dominant file location: Root folder v
IDoml‘na nt file pattern (regex): | .mov I
Check Asset Unigueness: MO v
Date Format: MM dd Sy ¥
Delete From Video Server: Mot Allowed ¥
Delete timeout: 30
Delete Content From Archive: |NO ¥
Discowery Iterations: Single Step ¥
Export Metadata: NO v
Files Dir Enable: YES ¥
Files Patterns (Include): .MPG

Files Patterns (Exclude):

Ignore List:

Import Metadata: NO ¥
Monitor Timeout (min): 45

l Monitoring: oM |
Naming Schema: UMID i
Polling Begin Time: [s]
Polling End Time: 24
polling Interval{sac): o
Release State: Ignore ¥
Type OFf Content: M

7~
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See Monitoring Parameters for a complete list of applicable parameters.

Parameter

Description

APl HostName

The FTP hostname or IP address. Must be the same as that
used on the Connection tab.

Dominant File Location

The directory to search for the file that matches Dominant
File Pattern. This file will be used for transcodes, metadata
extractions, and thumbnail extractions.

Set this to All Folders to search the project directory
recursively for the file.

Set this to Root folder to search only the top-level project
directory for the file.

Dominant File Pattern

A regular expression that matches the file that will be used
for transcodes, metadata extractions, and thumbnail
extractions.

If more than one file matches the regular expression the
largest of the matched files will be used.

If the parameter is left empty the largest file found will be
used.

If the dominant file is not a media file, the Transcode,
Extract Thumbnail, and Extract Metadata operations for
that Virtual Object's Renditions will be disabled.

Files Dir Enable

This parameter must be set to YES.

Monitoring

Set this parameter to ON.

9. Click OK to save the configuration.

Monitoring Parameters

The following parameters on the Monitoring tab are used by Project FTP Unmanaged

Storage Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m APl HostName

The IP address of the FTP server.

m API Protocol
Always set to FTP.
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m Capture Format

Project FTP Unmanaged Storage Repositories must have Capture Format set to
PROJECT.

m Delete Content From Archive

This parameter sets whether a Virtual Object's archived Renditions are deleted
when the physical Rendition on the Unmanaged Storage Repository changes.

When a Rendition changes on an Unmanaged Storage Repository the existing Ren-
dition is deleted and replaced with the changed Rendition.

Setting Delete Content From Archive to YES will also delete all Renditions located
on Managed Storage Repositories when the physical Rendition on the Unmanaged
Storage Repository changes.

If the Delete Virtual Object With No Renditions parameter in the Virtual Object
Manager module is set to ON, and the Virtual Object does not contain any other
Unmanaged Storage Repository Renditions in addition to the one that has
changed, the Virtual Object will be deleted and a new Virtual Object will be created
for the changed Rendition.

The default setting is NO.

Note: This parameter has no effect when discriminators are used by the location.

m Delete From Video Server

Allows the deletion of files from the Unmanaged Storage Repository after they
have been copied in to Kumulate.

m Delete Timeout
The amount of time to wait for a file to be physically deleted from the video server.

The operation will fail if the timeout is reached and the file has not been deleted.
The file will no longer be visible, but it may remain in an unusable state on the
video server.

m Dominant File Location, Dominant File Pattern

These two parameters provide information about the location and name of the
project's dominant file. The dominant file is the media file used for transcoding,
thumbnail, and metadata extraction.

Setting Dominant File Location to Root folder will only search the top-level folder
for the dominant file. Setting it to All folders searches the project's entire directory
tree for the dominant file.

Dominant File Pattern is a regular expression that matches the file used for meta-
data extraction.

The largest of the files will be used if more than one file matches Dominant File Pat-
tern.

The largest file found will be used as the dominant file if Dominant File Pattern is
left blank.

If the dominant file is not a media file, the Transcode, Extract Thumbnail, and
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Extract Metadata operations for that Virtual Object's Renditions will be disabled.
m Files Dir Enable

Indicates whether the full directory structure of the folder on the FTP server is rec-
reated on the cache.

Setting Files Dir Enable to YES recreates the entire directory structure on the cache.
This allows Kumulate to transcode the files and create proxies. Setting the parame-
ter to NO only creates file proxies on the cache.

Files Dir Enable must be set to YES in Project FTP Unmanaged Storage Repositories.
m Ignore List

Kumulate will not copy-in and create Virtual Objects for directories that match this
list. Ignore List can be a regular expression or a list of directory names.

m Monitoring

Indicates whether this Unmanaged Storage Repository is to be monitored. Set
Monitoring to OFF if the Unmanaged Storage Repository will only be used to copy-
out files. Set Monitoring to ON in all other cases.

m Naming Schema
Determines how the Virtual Object ID is set upon discovery.

Virtual Object ID sets the Virtual Object ID to the root filename of the discovered
Rendition. In this case, the Virtual Object Name, Virtual Object ID, and Original
Name of the Virtual Object will be identical.

UMID sets the Virtual Object ID to a unique UMID. This ensures unique names for all
Virtual Objects. The Virtual Object Name will still be the root filename of the discov-
ered Rendition.

Note: Neither Rendition nor Virtual Object discriminators can be used when Naming
Schema is set to Virtual Object ID.

m Polling Begin Time, Polling End Time, Polling Interval(sec)
Controls how Kumulate polls the Unmanaged Storage Repository.

Polling Begin Time and Polling End Time instruct Kumulate to poll the Unmanaged
Storage Repository only between Polling Begin Time and Polling End Time. These
parameters are based on the 24-hour clock, and can only be set to hours.

Polling Interval(sec) instructs Kumulate to poll the Unmanaged Storage Repository
every specified number of seconds. The interval begins when the discovery opera-
tion ends. The minimum value for this interval is 10s. Setting this parameter to 0
effectively sets it to 10s.
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Transfer Parameters

The following parameters on the Transfer tab are used by Project FTP Unmanaged
Storage Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m Capture Mode

This parameter specifies whether the physical file on this Unmanaged Storage
Repository is kept or deleted after its Rendition is transferred to another location.

MOVE deletes the physical file from this location after the transfer, while COPY
keeps it.

m File info command
The FTP command to use to determine whether a file is on an FTP server.

Note: Do not change the value from the default unless the FTP command results in
errors.

m Checksum Type and Checksum Validation
Rendition checksums are calculated to ensure that Rendition data is not corrupted.

When a Rendition is copied to the location, its checksum is calculated using the
algorithm specified by Checksum Type. The Rendition's checksum is added to the
database if it does not already exist. If the Rendition's checksum exists in the data-
base, but the two checksums do not match, the transfer will fail and an error will be
generated.

If After Write is selected for Checksum Validation, then an additional check is made
after the Rendition has been fully copied to the location. The transfer will fail if the
checksum of the written Rendition does not match the checksum in the database.

m Max Copy In

This parameter only applies when the Unmanaged Storage Repository is config-
ured for copying in files and sets the maximum number of concurrent transfers
from the Unmanaged Storage Repository to Kumulate.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers.

The default value is 0.

Note: Itis strongly recommended to change this to a non-zero value.
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This parameter only applies when the Unmanaged Storage Repository is config-
ured for copying out files and sets the maximum number of concurrent transfers
from Kumulate to the Unmanaged Storage Repository.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers.

The default value is 0.

Note: Itis strongly recommended to change this to a non-zero value.

m Overwrite Video Server Rendition

Transfers from Kumulate to the Unmanaged Storage Repository will fail if the file
already exists on the Unmanaged Storage Repository when set to NOT ALLOWED.

The transfer will overwrite the existing file on the Unmanaged Storage Repository
when set to ALLOWED.

m Restore Using

This parameter specifies how to name the physical file when a Rendition is trans-
ferred to this Unmanaged Storage Repository. There are four options for Restore

Using:

Virtual Object ID

The file is named using the transferred Rendition's Virtual
Object Virtual Object ID.

Name

The file is named using the transferred Rendition's Virtual
Object Virtual Object Name.

Original Name

The file is named using the transferred Rendition's Virtual
Object Original Name.

Original Name contains the name of the Virtual Object when its
source Rendition was discovered.

Preserve Filenames

The filename is not modified after transfer.

The Restore Extension parameter will not be applicable when
this option is used. If the Unmanaged Storage Repository
configuration is saved after setting this option, Restore
Extension is hidden.

Note: If the Virtual Object source location used Virtual Object ID as the Naming
Schema, the Virtual Object ID, Virtual Object Name, and Original Name may be

identical.

m Transcode Using

Some files may contain information at the beginning and end of the file that is not
necessarily meant to be transcoded. This happens most often with commercial
spots which can have agency information, tags, and blacks appended to the beg-
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ging and the end of the advertisement. Selecting SOM and EOM prevents these
extraneous bits from being transcoded. Additional configuration is needed to use
EOM and SOM.

The entire file is transcoded when set to SOF and EOF.
Only a part of the file is transcoded when set to SOM and EOM.
See Start of Message Parameter for more information.
m Transfer Mode
Always set to Direct FTP.

) ~
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Project UNC Unmanaged Storage Repositories

Kumulate monitors project Unmanaged Storage Repositories for new directories rather
than for new files. Kumulate copies in entire directories into Virtual Objects preserving
the directory structure. This type of Unmanaged Storage Repository is useful for
archiving and restoring DPX projects. In the case of the Project UNC Unmanaged
Storage Repository, Kumulate monitors a UNC location for new directories.

File and Folder Formats

Note: Prior to Kumulate 8.1, Kumulate connected to the Project location using FTP.
Systems that were upgraded from earlier versions to 8.1 may still have the FTP
configuration.

When Kumulate discovers a new directory on the location, it waits for all files under the
directory to be completely uploaded before copying in the directory as a new Virtual
Object.

Note: Kumulate ignores any changes made to the directory after it has been copied
in. Itis strongly recommended that projects only be uploaded to the
monitored location after the project is complete and no more changes will be
made to it.

A dominant file is selected to be used for transcodes, metadata, and thumbnail
extractions. This file is specified by the Dominant File Location and Dominant File
Pattern parameters. If Dominant File Pattern is left blank, the largest file in the directory
is used.

When the Virtual Object is copied out, the entire directory structure is preserved.

Configuration

A Project Unmanaged Storage Repository is typically configured as both a copy-in and
a copy-out location. Entire directories are copied in and out of the Unmanaged Storage
Repository. Use the following procedure to configure a Project UNC Unmanaged
Storage Repository:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite

STATUS & ADMINISTRATION ELASTICSEARCH CLUSTERS  JY ADOBE SETTINGS
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2. Select Locations > Storage.

edia Management » - LOCAllONS ~ ay.onent~
£ Media Management~ B | ocat ¥ Content

Storage

Archive

3. Create a new Unmanaged Storage Repository by clicking the Add New Location
button.

Storage Location Manager

(0 Toaems Raturnad) [ nesvore proeie meommaTion | [[serResk |

4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

Location ID:

|Pr{:jectUNC | < Required

Location Description:

|UNC Project Location |

Location Type:
Video Server ¥

5. Select the Monitoring tab. Set Capture Format to PROJECT and API Protocol to UNC.

Connection Discriminators . Transfer -
API HostName: PROJECTUNC |
API Protocol: UNC T |
Capture Format: | PROJECT ¥ |

7~
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6. Click OK to return to the Connection tab and enter the FTP credentials in the text
boxes. The Directory parameter must point to the FTP root directory. Extract
Metadata must be set to NO.

.

 Monitoring Dizcriminatars - Transfer

Extract Metadata: NO ¥

Directory: \\10.1.4.165\PROJECT\As]

7. Click OK to continue. A warning will appear asking if you want to submit the
change to the Unmanaged Storage Repository. Click OK to continue and you will be

returned to the Connection tab.
WARNING

As you are changing the type and/or capture format
you should also review the Storage Location Profiles.

Do you want to submit the changes?

8. Navigate to the Monitoring tab and set Dominant File Location, Dominant File
Pattern, Files Dir Enable, and Monitoring parameters. The Dominant File Location
and Dominant File Pattern parameters are used to identify the file in the project
that will be used for transcodes, metadata extractions, and thumbnail extractions.

Connection Discriminators Transfer -9
API Protocol: UNC ¥
Capture Format: PROJECT b
Dominant file location: Root folder v | I
Dominant file pattern {regex): [.mov I
Check Asset Uniqueness: NO T
Date Format: MM/ ddfyyyy
Delete From Video Server: Mot Allowed ¥
Delete timeout: 30
Delete Content From Archive: |[NO ¥
Discovery Iterations:
Discovery method: Open for read «
Export Metadata: NO T
I Files Dir Enable: YES ¥
-

Files Patterns (Include): =

Files Patterns (Exclude):

File Pre-Filter:

Ignore List:

Import Metadata: MNO T |

Monitor Timeouwt {min): 45
IMonitoring: ON - I_‘

HNaming Schema: UMID v

Polling Begin Time: 0

Polling End Time: 24

Polling Interval(sec): 0

Recursive Discovery:

Release State: v
Type Of Content:

Windows File Maming Chech:

7~
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See Monitoring Parameters for a complete list of applicable parameters.

Parameter

Description

Dominant File Location

The directory to search for the file that matches Dominant
File Pattern. This file will be used for transcodes, metadata
extractions, and thumbnail extractions.

Set this to All Folders to search the project directory
recursively for the file.

Set this to Root folder to search only the top-level project
directory for the file.

Dominant File Pattern

A regular expression that matches the file that will be used
for transcodes, metadata extractions, and thumbnail
extractions.

If more than one file matches the regular expression the
largest of the matched files will be used.

If the parameter is left empty the largest file found will be
used.

If the dominant file is not a media file, the Transcode, Extract
Thumbnail, and Extract Metadata operations for that Virtual
Object's Renditions will be disabled.

Files Dir Enable

This parameter must be set to YES.

Monitoring

Set this parameter to ON.

9. Click OK to continue. You will be returned to the Connection tab.

10. Select the Transfer tab and set the Transfer Mode parameter to UNC to use the
Kumulate DataMovers to transfer files between the video server and Kumulate.

Set the value to Signiant or Aspera to use these transfer APIs.

Note: Signiant and Aspera must be installed to use these modes.

Connecktion Monitoring Discriminators

Allow Rename: NO ¥

Capture Mode: COPY ¥
Checksum Type: MD 5 v
Checksum Verification: Mo Verification ¥

Keep FTP Control Connection NO ¥
Alive:

Instance detection pattern: Mo check v
Direct Transfer to ML: NO ¥

Direct Transfer from ML: NO T

Max Copy In: 0

Max Copy Out: 4]

Move Media File: NO ¥

Overwrite Video Server Mot Allowed ¥
Instance:

Restore Using: Mame d
Transcode Using: SOF and EOF v
Transfer timeout(sec): 7200

Transfer Mode: UNC v

MassTransit Repository Path:
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11. Click OK to continue. You will be returned to the Connection tab.

12. Select the Transfer tab and set DataMover Repository Path and MassTransit
Repository Path to the same UNC location used for the Directory parameter.

Connection

Allow Rename:

Capture Mode:

Checksum Type:

Checksum Verification:
Instance detection pattern:
Direct Transfer to ML:
Direct Transfer from ML:
Max Copy In:

Max Copy Out:

Move Media File:

Overwrite Video Server
Instance:

Restore Using:
Transcode Using:
Transfer timeout({sac):

Transfer Mode:

~ Monitoring

Discriminators -

NO ¥

COPY ¥

MD5 r

Mo Verification ¥

Mo check v

NO ¥

NO ¥

0

0

NO ¥

Mot Allowed ¥

MName v
SOF and EQF ¥
7200

UNC r

IDala Mover Repository Path:

MassTransit Repository Path:

Y,10.1.4.165\PROJECT \As
Y,10.1.4.165\PROJECT \As

13. Click OK to save the changes.

Monitoring Parameters

The following parameters on the Monitoring tab are used by Project Unmanaged

Storage Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m API Protocol
Set to UNC.
m Capture Format

Project Unmanaged Storage Repositories must have Capture Format set to PROJ-

ECT.

Kumulate Administration Guide
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m Delete Content From Archive

This parameter sets whether a Virtual Object's archived Renditions are deleted
when the physical Rendition on the Unmanaged Storage Repository changes.

When a Rendition changes on an Unmanaged Storage Repository, the existing Ren-
dition is deleted and replaced with the changed Rendition.

Setting this parameter to YES will also delete all Renditions located on Managed
Storage Repositories when the physical Rendition on the Unmanaged Storage
Repository changes.

If the Delete Virtual Object With No Renditions parameter in the Virtual Object
Manager module is set to ON, and the Virtual Object does not contain any other
Unmanaged Storage Repository Renditions in addition to the one that has
changed, the Virtual Object will be deleted and a new Virtual Object will be created
for the changed Rendition.

The default setting for this parameter is NO.

Note: Delete Content From Archive has no effect when discriminators are used by the
location.

m Delete From Video Server

Allows the deletion of files from the Unmanaged Storage Repository after they
have been copied in to Kumulate.

m Delete Timeout
The amount of time to wait for a file to be physically deleted from the video server.

The operation fails if the timeout is reached and the file has not been deleted. The
file will no longer be visible, but it may remain in an unusable state on the video
server.

m Discovery Method

By default, Kumulate will attempt to open a file for reading to determine whether
the file has finished copying to the UNC location monitored by the Unmanaged
Storage Repository.

However, in cases where a file is being ingested and written in chunks to the UNC
location, the file can be opened for reading even if the file has not been completely
copied. In these situations, Discovery Method should be set to Open for write
instead. This will cause Kumulate to attempt to open the file for writing to deter-
mine if it has finished being copied to the UNC location. The file will not be discov-
ered until the process writing to it releases it.

Kumulate Administration Guide telestream



Unmanaged Storage Repositories | 103
Project UNC Unmanaged Storage Repositories

m Dominant File Location, Dominant File Pattern

Dominant File Location and Dominant File Pattern provide information about the
location and name of the project's dominant file. The dominant file is the media file
used for transcoding, thumbnail, and metadata extraction.

Dominant File Pattern is a regular expression that matches the file that will be used
for metadata extraction.

Setting Dominant File Location to Root folder will only search the top-level folder
for the dominant file. Setting it to All folders will allow Kumulate to search the proj-
ect's entire directory tree for the dominant file.

The largest of the files will be used if more than one file matches Dominant File Pat-
tern.

If Dominant File Pattern is left blank, the largest file found will be used as the domi-
nant file.

If the dominant file is not a media file, the Transcode, Extract Thumbnail, and
Extract Metadata operations for that Virtual Object's Renditions will be disabled.

m Files Dir Enable

Indicates whether the full directory structure of the folder on the location is recre-
ated on the cache.

Setting Files Dir Enable to YES recreates the entire directory structure on the cache.
This allows Kumulate to transcode the files and create proxies. Setting the parame-
ter to NO only creates file proxies on the cache.

This parameter must be set to YES for Project Unmanaged Storage Repositories.
m File Pre-Filter
Excludes files that match a regular expression from discovery.

The pre-filter step occurs before the file pattern inclusion and exclusion. Files that
match the regular expression are not included in the list of files from which Virtual
Objects can be discovered. This is useful for excluding system files used by video
servers, such as .ds files.

Note: Do not use this option with the MXF_OP_ATOM capture format.

m Ignore List

Kumulate will not copy in and create Virtual Objects for directories that match this
list. Ignore List can be a regular expression or a list of directory names.

m Monitoring

Indicates whether this Unmanaged Storage Repository is to be monitored. Set
Monitoring to OFF if the Unmanaged Storage Repository will only be used to copy-
out files; set Monitoring to ON in all other cases.

m Naming Schema

Determines how the Virtual Object ID is set upon discovery. Virtual Object ID sets
the Virtual Object ID to the root filename of the discovered Rendition. In this case,
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the Virtual Object Name, Virtual Object ID, and Original Name of the Virtual Object
will be identical.

UMID sets the Virtual Object ID to a unique UMID. This ensures unique names for all
Virtual Objects. The Virtual Object Name will still be the root filename of the discov-
ered Rendition.

Neither Rendition nor Virtual Object discriminators can be used when Naming
Schema is set to Virtual Object ID.

m Polling Begin Time, Polling End Time, Polling Interval(sec)
Instructs Kumulate how to poll the Unmanaged Storage Repository.

Polling Begin Time and Polling End Time instruct Kumulate to poll the Unmanaged
Storage Repository only between Polling Begin Time and Polling End Time. These
parameters are based on the 24-hour clock, and can only be set to hours.

Polling Interval(sec) instructs Kumulate to poll the Unmanaged Storage Repository
every specified number of seconds. The interval begins when the discovery opera-
tion ends. The minimum value for this interval is 10s. Setting this parameter to 0
effectively sets it to 10s.

Transfer Parameters

The following parameters on the Transfer tab are used by Project Unmanaged Storage
Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m Capture Mode

The capture mode specifies whether the physical file on this Unmanaged Storage
Repository is kept or deleted after its Rendition is transferred to another location.

MOVE deletes the physical file from this location after the transfer; COPY keeps it.
m Checksum Type and Checksum Validation
Rendition checksums are calculated to ensure that Rendition data is not corrupted.

When a Rendition is copied to the location, its checksum is calculated using the
algorithm specified by Checksum Type. The Rendition’s checksum is added to the
database if it does not already exist. If the Rendition's checksum does exist in the
database, but the two checksums do not match, the transfer will fail and an error
will be generated.

If After Write is selected for Checksum Validation an additional check is made after
the Rendition has been fully copied to the location. If the checksum of the written
Rendition does not match the checksum in the database, the transfer will fail.

m DataMover Repository Path

This should always be set to the same value as the Directory Connection parameter.
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m MassTransit Repository Path
This should always be set to the same value as the Directory Connection parameter.

m Max Copy In

Only applies when the Unmanaged Storage Repository is configured for copying in
files and sets the maximum number of concurrent transfers from the Unmanaged
Storage Repository to Kumulate.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers.

The default value is 0.

Note: It is strongly recommended to change this to a non-zero value.

m Max Copy Out

Only applies when the Unmanaged Storage Repository is configured for copying
out files and sets the maximum number of concurrent transfers from Kumulate to
the Unmanaged Storage Repository.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers.

The default value is 0.

Note: Itis strongly recommended to change this to a non-zero value.

m Overwrite Video Server Rendition

Transfers from Kumulate to the Unmanaged Storage Repository will fail if the file
already exists on the Unmanaged Storage Repository when set to NOT ALLOWED.

Transfers will overwrite the existing file on the Unmanaged Storage Repository
when set to ALLOWED.
m Restore Using

This parameter specifies how to name the physical file when a Rendition is trans-
ferred to this Unmanaged Storage Repository. There are four options for Restore
Using:

Virtual Object ID The file is named using the transferred Rendition's Virtual
Object ID.
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Name The file is named using the transferred Rendition's Virtual
Object Name.
Original Name The file is named using the transferred Rendition's Original

Name. Original Name contains the name of the Virtual Object
when its source Rendition was discovered.

Preserve Filenames | The filename is not modified after transfer.

The Restore Extension parameter will not be applicable when
this option is used. If the Unmanaged Storage Repository
configuration is saved after setting this option, Restore
Extension will be hidden.

Note: If the Virtual Object source location used Virtual Object ID as the Naming
Schema, the Virtual Object ID, Virtual Object Name, and Original Name may be
identical.

m Transcode Using

Some files may contain information at the beginning and end of the file that is not
necessarily meant to be transcoded. This happens most often with commercial
spots which can have agency information, tags, and blacks appended to the beg-
ging and the end of the advertisement. Selecting SOM and EOM prevents these
extraneous bits from being transcoded. Additional configuration is needed to use
EOM and SOM.

The entire file is transcoded when set to SOF and EOF.
Only a part of the file is transcoded when set to SOM and EOM.
See Start of Message Parameter for more information.

m Transfer Mode

Set the value to UNC to use the Kumulate DataMovers to transfer files between the
video server and Kumulate.

Set the value to Signiant or Aspera to use these transfer APIs.

Note: Signiant and Aspera must be installed to use these modes.

Kumulate Administration Guide telestream



Unmanaged Storage Repositories | 107
UNC Unmanaged Storage Repositories

UNC Unmanaged Storage Repositories

UNC Unmanaged Storage Repositories are locations connected to Kumulate using the
UNC protocol. Several different capture formats can be used with UNC Unmanaged
Storage Repositories. The Unmanaged Storage Repository is configured identically for
all capture formats except for minor variations.

Configuration without Metadata Sidecar Files

A UNC Unmanaged Storage Repository is typically configured as both a copy-in and a
copy-out location. Use the following procedure to configure UNC without metadata

sidecar files:
1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite

STATUS &6} ADMINISTRATION ELASTICSEARCH CLUSTERS ~ FAYADOBE SETTINGS

2. Select Locations > Storage.
£ Media Management~ 8 Locations~ @ Content~

Storage

Archive b

3. Create a new Unmanaged Storage Repository by clicking the Add New Location

button.
Storage Location Manager
T —————

(0 Ttams Returned aasione proeiue insonnanion. ) [essesn. )
— — .

e

(FEsiore rrorae mrowmion) (aeeeesn

4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

Location ID:
UNC < Required

Location Description:

UNC Storage Location

Location Type:
Video Server ¥

-
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5. Select the Monitoring tab. Set API Protocol to UNC, Capture Format to the file
format that will be copied in and copied out to the video server, and Monitoring to
ON.

Connection N Discriminators Transfer T
APT HostName: UNC
AP1 Protacol: UNC ¥ |
ICaplure Format: "GENERIC v I
Check As=zat Uniqueness: NO v
Date Format: MM/ dd/yyyy T
Delete From Videa Server: Not Allowed ¥ |
Delete timeout: 30 )

Delete Content From Archive: |NO ¥

Discovery Tterations: Single Step ¥ |
Export Metadata: NO v
Files Dir Enable: NO T
Files Pattarns (Include): MPG
Files Patterns (Exclude): T
Ignore List:
Import Matadata: NO ¥
Monitor Timeout (min): 45 B
Menitoring: ON ¥

BTN BChema: v
Polling Begin Time: o
Polling End Time: 24
Polling Interval(sac): 0
Release Stata: 'Ignore Al
Type Of Content: B - v

See Monitoring Parameters for details.
6. Click OK to return to the Connection tab.

7. Select the Monitoring tab and confirm that the Vendor Id parameter (now visible) is
set to SPOT.

Connection | Discriminators  Transfer
API Protocol: UNC ¥

Capture Format: GENERIC v
Check Asset Uniqueness: NO ¥

Date Format: MM/ dd/yyyy ¥
Delete From Video Server: Not Allowed *
Delete timeout: 20

Delete Content From Archive: |[NO ¥

Discovery Tterations: Single Step v
Discovery method: Open for read v
Export Metadata: NO ¥

Files Dir Enable: NO ¥

Files Patterns (Include): -

Files Patterns (Exclude):
File Pre-Filter:

Ignore List:

Import Metadata: YES ¥

Find Madia From XML: NO Y

Monitor Timeout {min): 45

Monitoring: ON ¥

Naming Schema: UMID i

Polling Begin Time: [¢]

Polling End Time: 24

Polling Interval{sec): [+]

Recursive Discovery: NO Y

Release State: Ignore ¥

Type Of Content: hd

Vendor Id: SPOT hd
If:-n—ﬁm-v_lm ows File Naming Check:

xml Path:

8. Click OK to return to the Connection tab and enter the FTP credentials. Directory
must point to the shared UNC directory and Extract Metadata must be set to NO.

Maonitoring “ Discriminators - Transfer
Extract Metadata: NGO ¥
Directory: i\\MediaSewer\MasstechFii

9. Click OK to return to the Connection tab.

7~
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10. Select the Transfer tab and set the Transfer Mode parameter to UNC to use the
Kumulate DataMovers to transfer files between the video server and Kumulate.

Set the value to Signiant or Aspera to use these transfer APIs.

Note: Signiant and Aspera must be installed to use these modes.

Connection

Allow Rename:
Capture Mode:
Checksum Type:
Checksum Verification:

Keep FTP Control Connection
Alive:

Instance detection pattern:
Direct Transfer to ML:
Direct Transfer from ML:
Max Copy In:

Max Copy Out:

Move Media File:

Overwrite Video Server
Instance:

Restore Using:
Transcode Using:

Transfer timeout(sec):

Manitaring

Discriminators

NO ¥

COPY ¥

MD5 v

No Verification ¥
NO ¥

No check v
NO v

NO v

1]

0

NO ¥

Not Allowed ¥
Name v
SOF and EOF ¥
7200

Kumulate Administration Guide

Transfer Mode: UNC v

MassTransit Repository Path:

11. Click OK to save the changes.

Configuration with Metadata Sidecar Files

UNC locations can be configured to use metadata sidecar files in xml format.

Metadata sidecar files contain additional metadata not found in the accompanying
media file. This metadata can be mapped to Kumulate metadata in the Unmanaged
Storage Repository configuration.

The Vendor ID parameter (visible when Import Metadata is set to YES) provides two
options for sidecar metadata processing: SPOT and GENERIC XML.

The SPOT option is used specifically for metadata files created with Extreme Reach
software. In addition to allowing metadata to be mapped from the sidecar file, this
option also allows a commercial spot to be transcoded without its pre-frames
automatically.

The GENERIC XML option can be used with xml metadata files created with any
software.

Configuration Using Extreme Reach Metadata Sidecar Files

The SPOT UNC Unmanaged Storage Repository configuration is used specifically for
Unmanaged Storage Repositories containing media files with Extreme Reach sidecar
metadata files.

In addition to allowing metadata to be mapped from the sidecar files to Kumulate
metadata, the SPOT configuration can also be used to automatically remove any
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additional frames that may come before or after a commercial spot. In many cases,
these additional frames contain advertising agency information and do not need to be
transcoded. These frames are removed automatically when transcoding the file by
setting the TranscodeUsing parameter to SOM and EOM.

Use the following procedure to configure UNC using Extreme Reach:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite et

STATUS E@ADMINISTRATIUN ASTICSEARCH ( ADOBE SETTINGS

2, Select Locations > Storage.

&) Media Management~ B |ocations~ @ Content~

Storage

Archive

3. Create a new Unmanaged Storage Repository by clicking the Add New Location
button.

Storage Location Manager

Storage Locations

0 Toema Raburnad) ({restore proeie meorsaTion | [ ReeRess. )

4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

Location ID:
UNC < Required

Location Description:

UNC Storage Location

Location Type:
Video Server ¥

~
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5. Select the Monitoring tab. Set API Protocol to UNC, Capture Format to GENERIC,
Import Metadata to YES, and Monitoring to ON.

Connection Discriminators ~ Transfar -
API HostName: UNC |
PI Protocol: UNC ¥
I:apture Format: GENERIC v
Check Asset Unigueness: NO ¥
Date Format: MM/dd/yyyy ¥
Delete From Video Server: Not Allowed ¥

Delete timeout:

30
Delete Content From Archive: |[NO ¥
Discovery Iterations: Single Step ¥
Export Metadata: NO ¥
Files Dir Enable: NO v

Files Patterns (Include): J

Files Patterns (Exclude):

Ignore List:
IImporl Metadata: YES "I
Monitor Timeout (min): 45
IMoniloring: OoN ¥ I
Naming Schema: UMID ¥ |
Polling Begin Time: 0
Polling End Time: 24
Polling Interval(sec): 0

Release State: Ignore v
Type Of Content: v
See Monitoring Parameters for details.

6. Click OK to continue and then select the Monitoring tab. Confirm that the Vendor Id
parameter (now visible) is set to SPOT.

Connection Dizcriminators Transfer o

API Protocol:
GENERIC

Capture Format:

Check Asset Uniqueness:

Date Format:

MM/dd/yyyy ¥
Delete From Video Server: Mot Allowed ¥

Delete timeout: 30 |

Delete Content From Archive: |NO ¥

Discovery Iterations: Single Step ¥
Discovery method: Open for read v
Export Metadata: NO ¥

Files Dir Enable: NO ¥

Files Patterns (Include):

Files Patterns (Exclude):

File Pre-Filter:

Ignore List:

Import Metadata: YES ¥

Find Media From XML: NO ¥

Monitor Timeout {min): 45

Monitoring: aN ¥ ‘

Naming Schema: UMID v |

Polling Begin Time: 0

Polling End Time: 24

Polling Interval{sec): 0

Recursive Discovery: NO ¥

Release Stata: Ignore ¥

Type Of Content: hd
I\-‘endor Id: SPOT v

indows File Naming Check:
Xml Path: |
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7. Click OK to return to the Connection tab and enter the FTP credentials in the text
boxes. The Directory parameter must point to the shared UNC directory. Extract
Metadata must be set to NO.

Monitoring

Dizcriminators Transfer

Extract Metadata: NO ¥

Directory: E‘\l‘\l‘t’l&t:liElSer\-'er‘\J~'1ass.tr&chFif

8. Click OK to continue and return to the Connection tab.

9. Select the Transfer tab and set the Transfer Mode parameter to UNC to use the
Kumulate DataMovers to transfer files between the video server and Kumulate.

Set the value to Signiant or Aspera to use these transfer APIs.

Note: Signiant and Aspera must be installed to use these modes.

Connection  Monitoring Discriminataors |
Allow Rename: MNO ¥
Capture Mode: COPY ¥
Checksum Type: MD5 v
Checksum Verification: No Verification ¥
Keep FTP Control Connection g™ v
Alive:
Instance detection pattern: Mo check v
Direct Transfer to ML: NO ¥
Direct Transfer from ML: NO v
Max Copy In: 0
Max Copy Out: 0
Move Media File: NO
xon“:tﬂ'f Video Server Mot Allowed v
Restore Using: Mame v
Transcode Using: SOF and EOF v
Transfer timeout(sec): 7200

| Transfer Mode: UNC |

MassTransit Repository Path:

10. Click OK to continue. You will be returned to the Connection tab.

11. Select the Transfer tab and set the Transfer Using parameter. Select SOF and EOF if
the entirety of the file is to be transcoded.

Select SOM and EOM if only the commercial spot is to be transcoded, without the
leading and trailing frames.

Conmection  Monitoring Discriminators |
Allow Rename: NO ¥
Capture Mode: COPY v
Checksum Type: MD3 M
Checksum Verification: No Verification ¥
Instance detection pattern: No check v
Direct Transfer to ML: NO ¥
Direct Transfer from ML: NO ¥
Max Copy In: 0
Max Copy Out: 0
Move Media File: NO ¥

Overwrite Video Server Instance: | Not Allowed ¥

Restore Using: Name T
Restore Extension: Preserve original extension v
| rranscode Using: |SOF and EOF ¥

Transfer timeout: SOF and EQF
Transfer Mode: 50M and EOM v
DataMover Repository Path:

MassTransit Repositary Path:
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12. Click OK to continue and then select the Transfer tab and set DataMover Repository
Path and MassTransit Repository Path to the same UNC location used for the
Directory parameter.

Connection Maonitoring Discriminators
Allow Rename: NO ¥
Capture Mode: COPY ¥
Checksum Type: MD3 v
Checksum Verification: No Verification ¥
Instance detection pattern: No check A
Direct Transfer to ML: NO ¥
Direct Transfer from ML: NO v
Max Copy In: 0
Max Copy Out: 0
Move Media File: NO ¥
Overwrite Video Server Instance: | Not Allowed ¥
Restore Using: Name M
Restore Extension: Preserve original extension v
Transcode Using: SOF and EOF v
Transfer timeout: 7200
Transfer Mode: UNC ¥

ataMover Repository Path: \\MediaServer\MasstechFi
assTransit Repository Path: \\MediaServer\MasstechFi

13. Click OK to save the changes.

Configuration Using Generic Metadata Sidecar Files

The Generic XML UNC Unmanaged Storage Repository configuration is used to extract
additional metadata from sidecar files. Any sidecar file can be used provided it is in xml
format. The structure of the expected xml files must be known.

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte ‘

STATUS ey ADMINISTRATION ASTICSEARCH CLUSTERS ADOBE SETTINGS

2. Select Locations > Storage.

& Media Management~ B Locations» W Content

Storage

PR
Archive

3. Create a new Unmanaged Storage Repository by clicking the Add New Location
button.

Storage Location Manager

ADO NEW, LOCATION

[0 Tzwma Returned

Storage Locations
sl

e )

~
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4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

Location ID:
UNC < Required

Location Description:
UNC Storage Location

Location Type:
Video Server v

5. Select the Monitoring tab. Set API Protocol to UNC, Capture Format to GENERIC,
Import Metadata to YES, and Monitoring to ON.

Connection Discriminators - Transfer o

API HostName: UNC

PI Protocol: UNC ¥
Capture Format: GEMERIC v
Check Asset Uniqueness: NO ¥

MM/ddfyyyy T
Not Allowed ¥

Date Format:

Delete From Video Server:
Delete timeout:

Delete Content From Archive:
Discovery Iterations:

Export Metadata:

Files Dir Enable:

Files Patterns (Include):

Files Patterns (Exclude):

Ignore Lists

Jimport Metadata: YES v |
Monitor Timeout (min): 45

I Monitoring: oN v |
Naming Schema: uMID v |
Polling Begin Time: s}
Polling End Time: 24
Polling Interval(sec): o

Release Stata: Ignore ¥
Type Of Content: v

See Monitoring Parameters for details.
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6. Click OK to continue and then select the Monitoring tab. Confirm that the Vendor Id

parameter (now visible) is set to GENERIC XML.

Connection -

API Protocal:

Capture Format:

Check Asset Uniqueness:
Date Format:

Delete From Video Server:
Delete timeout:

Delete Content From Archive:
Discovery Tterations:
Discovery method:
Export Metadata:

Files Dir Enable:

Files Patterns (Include):
Files Patterns (Exclude):
File Pre-Filter:

Ignore List:

Import Metadata:

Find Media From XML:
Monitor Timeout (min):
Monitoring:

Naming Schema:

polling Bagin Time:
Polling End Time:

Polling Interval(sec):
Recursive Discovery:

Release State:

Type Of Content:

Discriminatars - Transfar

UNC ¥
GEMERIC -
NO v
MM/ dd vy ¥
Mot Allowed ¥
30

NO v

Single Step ¥
Open for read ¥
NO v

NO v

YES ¥

NO ¥

45

ON ¥
UMID v
[a]

24

0

NO -
Ignore

Windows File Naming Check:

Xml Path:

GEMERIC XML *
v

7. Click OK to return to the Connection tab and enter the FTP credentials in the text
boxes. The Directory parameter must point to the shared UNC directory. Extract
Metadata must be set to NO.

Monitoring

Extract Metadata:

Directory:

NO ¥

~ Discriminators

8. Click OK to continue and return to the Connection tab.

9. Select the Transfer tab and set the Transfer Mode parameter to UNC to use the
Kumulate DataMovers to transfer files between the video server and Kumulate.

Set the value to Signiant or Aspera to use these transfer APIs.

Note: Signiant and Aspera must be installed to use these modes.

Connection ~_ Monitoring

Discriminators

Allow Rename: NO ¥
Capture Mode: COPY ¥
Checksum Type: MD5 v
Checksum Verification: Mo Verification ¥
Keep FTP Control Connection  [yn "y
Alive:
Instance detection pattern: Mo check v
Direct Transfer to ML: NO v
Direct Transfer from ML: NO T
Max Copy In: 0
Max Copy Out: 0
Move Media File: NO ¥
;)ver-wrlla Video Server Mot Allowed ¥
nstance:
Restore Using: MName v
Transcode Using: SOF and EOF ¥
Transfer timeout{sec): 7200

| Transfer Made: UNC v

MassTransit Repository Path:
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10. Click OK to continue and then select the Transfer tab and set DataMover Repository
Path and MassTransit Repository Path to the same UNC location used for the
Directory parameter.

Connection - Monitoring Discriminators |

Allow Rename: NO ¥

Capture Mode: COPY v

Checksum Type: MD5 v

Checksum Verification: No Verification *

Instance detection pattern: No check v

Direct Transfer to ML: NO ¥

Direct Transfer from ML: NO ¥

Max Copy In: 0

Max Copy Out: 0

Move Media File: NO ¥

Overwrite Video Server Instance: | Not Allowed ¥

Restore Using: Name v

Restora Extension: Preserve original extension v

Transcode Using: SOF and EOF ¥

Transfer timeout: 7200

Transfer Mode: UNC M

DataMover Repository Path: \\MediaServer\MasstechFi
assTransit Repository Path: \\MediaServer\MasstechFi

11. Click OK to save the changes.

Sidecar Metadata Mapping

To use the metadata in the metadata sidecar xml files it must be manually mapped to
Kumulate metadata elements. The metadata is mapped in the Unmanaged Storage
Repository configuration.

The following conditions must be met for the metadata to be mapped correctly:
» The sidecar metadata file must be in xml format.

» The sidecar metadata file must have the same root name as the media file. For
example, if the media file is named MyMediaFile.mpg, the sidecar file must be
named MyMediaFile.xml.

e The structure of the sidecar metadata files must be known.

» There can be no typographical errors in the mapping.

Kumulate will not generate any errors or messages in the event that any of these
conditions are not met.

Use the following procedure to create a mapping:
1. Click the Location Metadata Mapping button on the Unmanaged Storage
Repository Configuration page.
Storage Location Configuration

VALIDATE DEFAULT METADATA PROFILE I RESTORE PROFILE INFORMATION.

Storage Location Configuration

LOCATION METADATA MAPPING,

2. Click Add Mapping to add a mappings.

ADD METADATA MAPPING ADD MAPPING

Metadata Mapping List

Actions Location Metadata ID

7~
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3. In the Xpath Location Metadata ID, add the xpath to the metadata in the sidecar
file. For example, enter /ER_AD/TITLE_DESC in Xpath Location Metadata ID to
extract the TITLE_DESC metadata from a sidecar file that looks like this:

Note: Do not add an extra / at the end of the xpath.

<?xml version="1.0" encoding="utf-8"?>

<ER AD>
<TITLE DESC>New Game Cutdown/Kids/Fri/HD :15</TITLE DESC>
<ISCI CODE>DIMI1543H</ISCI CODE> N
<PRODUCT DESC>WDSMP/Million Dollar Arm</PRODUCT DESC>
<PLAY LENGTH>00:00:15:00</PLAY LENGTH> -
<START TIME>00:00:07:006@29.97</START TIME>
<COMPRESSION LEVEL CODE>4:2:2</COMPRESSION LEVEL CODE>
<ENCODER TYPE DESC>Extreme Reach</ENCODER TYPE DESC>
<OUTPUT RATE>29.97</OUTPUT RATE> N B
<FILE NAME>DIMI1543H.mpg</FILE NAME>
<FILE SIZE>114523208</FILE SIZE>
<COPY DATE>2014-05-07T12:13:29.74158617%</COPY DATE>
<ADVERTISER>WDSMP/Million Dollar Arm</ADVERTISER>
<AGENCY VENDOR>Walt Disney Studios Motion Pictures</AGENCY VENDOR>
<SPOT TYPE>HD</SPOT TYPE> N
<MEDIA DESCRIPTION>HD1080i</MEDIA DESCRIPTION>

<SUPPO§T7EMAIL>support@extremereach.com</SUPPORT7EMAIL>
</ER_AD>

4. Select the Kumulate metadata to populate with the selected sidecar metadata from

the Kumulate Metadata ID pull down menu.

For example, to populate the Virtual Object Title with the sidecar metadata, select
Virtual Object/Virtual Object Information/Title from the pull down menu.

Xpath Location Metadata Id:
/ER_AD/TITLE_DESC

MassStore Metadata ID:

Asset/Asset Information/Asset Id v
Asset/Asset Information/Asset Id
Asset/Asset Information/Asset Type
Asset/Asset Information/Create Date
Asset/Asset Information/Duration
Asset/Asset Information/Last Update Date
Asset/Asset Information/Name

Asset/Asset Information/Naming schema
Asset/asset Information/Program Notes
Asset/Asset Information/Program Status
Asset/Asset Information/Purge Date
Asset/Asset Information/Source
Asset/Content Delivery/Episode Name k
Asset/Default/AddedBy
Asset/Default/Original Name
Asset/Default/View By All
Asset/Default/user_private_data
Asset/TEST/Test

Asset/TEST/test2

Instance/Default/Barcode -

5. Choose the mapping type from the Mapping Type pull down menu.
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Note: The Unix Timestamp type is not used.

Location Metadata Mapping

Xpath Location Metadata Id:
JER_AD/TITLE_DESC

MassStore Metadata ID:
Asset/Asset Information/Title

Mapping Type:
Direct ¥ | < Required

Direct

Mapped value
Unix Timestamp

With the Date mapping type, the date format must also be selected.
Mapping Type:
Date ¥ | < Required

Date Format:

® year month day
month day year
year day month

day month year

With the Mapped Value type, the mapped value must be set. The Date mapping
supports the following formats in the metadata file:

YY/MM/DD YYYY/MM/DD | YYYY-MM-DD YYYY-MM-DD hh:mm:ss
YYYY-MM- YYYY-MM- YY-MM- YYYY-MM-
DDThh:mm:ss | DDThh:mm:ss.s | DDThh:mm:ssTDZ DDThh:mm:ss.sTDZ
D/M/YY DD/MM/YY D/M/YYYY DD/MM/YYYY
MM/DD/YY MM/DD/YYYY | M/D/YYYY hh:mm:ss.s

-
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6. Click the Add Mapping Attribute button.

Location Metadata ID:
metadata.mobAttributeList.export.fps
MassStore Metadata ID:
Instance/Video/Frame Rate

Mapping Type:
Mapped value ¥ | < Required

a. On the Add New Mapping Attribute page, add the expected value from the AAF
in the Location Value box and add the value to use in the Kumulate metadata in
the Kumulate value box as shown in the following figure:

Add New Mapping Attribute

Location: AVIDSTANDALONE

Metadata Mapping Attribute

Location value:

23.876 < Required
MassStore value:

24 < Required

b. Click OK to save.

c. Click OK to save.

d. The list of mappings will appear on the Metadata Mapping page as shown in the
following figure:

Metadata Mapping for location:
GENERIC ER_AD

ADD METADATA MAPPING ||| DELETE MAPPING 1mMpoRT | EXPORT,

Metadata Mapping List
Actions|Location Metadata ID MASSSTORE_METADATA_ID

y pe
)0 | /er_sprTiTLE_DESC Asset/Asser Informarion,/Title Direct

@0 JER_AD/ADVERTISER Asset/Asset Information/Program Notes | Direct

7~
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If more than one type of xml file will be used, xpaths for different file structures
can be mapped to the same Kumulate metadata. Kumulate will search for the
xpaths in the file, and, if one matches, it will be mapped to the Kumulate meta-
data as shown in the following figure:

(j Q ER_AD/TITLE_DESC Asset/Asset Information/Name

@ Q OTSM_AD/TITLE_DESC Aszet/Anset Information/Name
@ Q EVS_Metadatas/Chips_Infos,Clip/Other_Clip_Infos/LongClpName Asset/Asset Information/Name

7. When a Rendition is discovered on this Unmanaged Storage Repository, the
metadata will be extracted from its sidecar file and used to populate its Kumulate

metadata.

= kumulite

Omneon_test CANOPUS HQ-TEST III HD-BLCKOB7 X

X Upload Attachment

Monitoring Parameters

The following parameters on the Monitoring tab are used by UNC Unmanaged Storage
Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m APl HostName
The IP address of the FTP server.

7~
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Always set to UNC.

m Capture Format

The capture format used depends on the type of file that will be copied in and out
of the video server.

Capture Format | File Type

FCP_UN Final Cut Pro

Leitch Leitch - Used when the video server is a Leitch video server, and
the files are in Leitch's proprietary format.

MPEG2PS Program Stream MPEG2

MXF All MXF operational patterns except OP_ATOM.

MXF_OP_ATOM | MXF OP_ATOM

WM9 Windows Media Player

Generic Any single-file format such as self-contained MOV files, or single-

file MXF files.

Used when the file format is not covered by the other capture
formats, or when the files can be a mix of any single-file format.

Used for commercial spots, and generic XML files.

Note: Cannot be used with MXF OP_ATOM files.

m Delete Content From Archive

Delete Content From Archive sets whether a Virtual Object's archived Renditions
are deleted when the physical Rendition on the Unmanaged Storage Repository

changes.

When a Rendition changes on an Unmanaged Storage Repository, the existing Ren-
dition is deleted and replaced with the changed Rendition.

Setting this parameter to YES will also delete all Renditions located on Managed
Storage Repositories when the physical Rendition on the Unmanaged Storage
Repository changes.

If the Delete Virtual Object With No Renditions parameter in the Virtual Object
Manager module is set to ON, and the Virtual Object does not contain any other
Unmanaged Storage Repository Renditions in addition to the one that has
changed, the Virtual Object will be deleted and a new Virtual Object will be created
for the changed Rendition.

This parameter is set to NO by default.

Kumulate Administration Guide
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Note: Delete Content From Archive has no effect when discriminators are used by the
location.

m Delete From Video Server

Allows the deletion of files from the Unmanaged Storage Repository after they
have been copied in to Kumulate.

m Delete Timeout
The amount of time to wait for a file to be physically deleted from the video server.

If the timeout is reached and the file has not been deleted, the operation fails. The
file will no longer be visible, but it may remain in an unusable state on the video
server.

m Discovery Method

By default, Kumulate will attempt to open a file for reading to determine whether
the file has finished copying to the UNC location monitored by the Unmanaged
Storage Repository.

However, in cases where a file is being ingested and written in chunks to the UNC
location, the file can be opened for read even if the file has not been copied com-
pletely. In these situations, Discovery Method should be set to Open for write
instead. This will cause Kumulate to attempt to open the file for writing to deter-
mine if it has finished being copied to the UNC location. The file will not be discov-
ered until the process writing to it releases it.

m Files Dir Enable

Indicates whether the full directory structure of the folder on the FTP server is rec-
reated on the cache.

Setting Files Dir Enable to YES recreates the entire directory structure on the cache.
This allows Kumulate to transcode the files and create proxies. Setting the parame-
ter to NO only creates file proxies on the cache.

Files Dir Enable must be set to YES when the UNC location uses recursive discovery;
otherwise it must be set to NO.

m Files Patterns (Include)

The file type extensions to discover on the Unmanaged Storage Repository. This
value is used to populate the wrapper metadata.

Note: Do not use this option with the MXF_OP_ATOM capture format.

m Files Patterns (Exclude)
Instructs Kumulate to ignore files with these extensions during discovery.

Note: Do not use this option with the MXF_OP_ATOM capture format.
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m File Pre-Filter
Excludes files that match a regular expression from discovery.

The pre-filter step occurs before the file pattern inclusion and exclusion. Files that
match the regular expression are not included in the list of files from which Virtual
Objects can be discovered. This is useful for excluding system files used by video
servers, such as .ds files.

Note: Do not use this option with the MXF_OP_ATOM capture format

m Ignore List

Kumulate will not copy-in any files that appear in this list. Ignore List can be a list of
filenames, or a regular expression.

m Import Metadata
Indicates that additional metadata will be pulled in from metadata sidecar files.

Sidecar files must be in xml format, and they must have the same root names as
their corresponding media files. All sidecar files on the same Unmanaged Storage
Repository must have the same structure.

If this parameter is set to YES to import metadata from sidecar files, the Vendor Id
parameter must be set appropriately.

The sidecar metadata must be mapped to Kumulate metadata explicitly.
m Monitoring

Indicates whether this Unmanaged Storage Repository is to be monitored. If the
Unmanaged Storage Repository will only be used to copy-out files, set Monitoring
to OFF; otherwise set it to ON.

m Polling Begin Time, Polling End Time, Polling Interval(sec)
Controls how Kumulate polls the Unmanaged Storage Repository.

Polling Begin Time and Polling End Time instruct Kumulate to poll the Unmanaged
Storage Repository only between Polling Begin Time and Polling End Time. These
parameters are based on the 24-hour clock, and can only be set to hours.

Polling Interval(sec) instructs Kumulate to poll the Unmanaged Storage Repository
every specified number of seconds. The interval begins when the discovery opera-
tion ends. The minimum value for this interval is 10s. Setting this parameter to 0
effectively sets it to 10s.

m Recursive Discovery

If Renditions can be discovered anywhere under the root folder of the Unmanaged
Storage Repository, set this parameter to YES.

Note: FTP Files Dir Enable must be set to YES when Recursive Discovery is set to YES.

Kumulate Administration Guide telestream



Unmanaged Storage Repositories
UNC Unmanaged Storage Repositories

m Vendor Id

Note: This parameter is only visible when Import Metadata is set to YES.

This parameter indicates the type of sidecar metadata files to expect.

Set Vendor Id to SPOT if Extreme Reach sidecar files will be used; otherwise set it to
Generic XML.

Transfer Parameters

The following parameters on the Transfer tab are used by UNC Unmanaged Storage
Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m Capture Mode

The capture mode specifies whether the physical file on this Unmanaged Storage
Repository is kept or deleted after its Rendition is transferred to another location.

MOVE deletes the physical file from this location after the transfer; COPY keeps it.
m Checksum Type and Checksum Validation
Rendition checksums are calculated to ensure that Rendition data is not corrupted.

When a Rendition is copied to the location, its checksum is calculated using the
algorithm specified by Checksum Type. The Rendition's checksum is added if it
does not exist in the database. The transfer will fail and an error will be generated if
the Rendition's checksum does exist in the database, but the two checksums do
not match.

An additional check is made after the Rendition has been fully copied to the loca-
tion if After Write is selected for Checksum Validation. The transfer will fail if the
checksum of the written Rendition does not match the checksum in the database.

m DataMover Repository Path

This should always be set to the same value as the Directory Connection parameter.
m MassTransit Repository Path

This should always be set to the same value as the Directory Connection parameter.
m Max Copy In

This only applies when the Unmanaged Storage Repository is configured for copy-
ing in files, and sets the maximum number of concurrent transfers from the
Unmanaged Storage Repository to Kumulate.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers.

The default value is 0.
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Note: Itis strongly recommended to change this to a non-zero value.

m Max Copy Out

This only applies when the Unmanaged Storage Repository is configured for copy-
ing out files, and sets the maximum number of concurrent transfers from Kumulate
to the Unmanaged Storage Repository.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers.

The default value is 0.

Note: It is strongly recommended to change this to a non-zero value.

m Overwrite Video Server Rendition

A transfer from Kumulate to the Unmanaged Storage Repository will fail if the file
already exists on the Unmanaged Storage Repository when set to NOT ALLOWED.

The transfer will overwrite the existing file on the Unmanaged Storage Repository
when set to ALLOWED.

m Restore Using

Restore Using specifies how to name the physical file when a Rendition is trans-
ferred to this Unmanaged Storage Repository.

Note: If the Virtual Object source location used Virtual Object ID as the Naming
Schema, the Virtual Object ID, Virtual Object Name, and Original Name may be

identical.

There are four options for Restore Using as follows:

Virtual Object ID

The file is named using the transferred Rendition's Virtual
Object's ID.

Name

The file is named using the transferred Rendition's Virtual
Object's Name.

Original Name

The file is named using the transferred Rendition's Virtual
Object's Original Name.

Original Name contains the name of the Virtual Object when its
source Rendition was discovered.

Preserve Filenames

The file name is not modified after transfer.

The Restore Extension parameter will not be applicable when
this option is used. If the Unmanaged Storage Repository
configuration is saved after setting this option, Restore
Extension will be hidden.
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The Restore Extension parameter determines how file extensions are handled
when files are copied to the Unmanaged Storage Repository.

File names and their extensions are preserved when Renditions are copied
between locations by default. The Restore Extension parameter allows extensions

to be added, removed, or replaced.

Restore Using: MName ¥
Restore Extension: | Preserve original extension A
Transcode Using: Preserve original extension
Transfer timeout: New extension _
Remove extension
Transfer Mode: - ] k. .
Add extension if no originak®xtension
DataMover Repository Path: Remove specific extension
Value Behavior

Preserve original extension

Default behavior. The extension does not
change when the file is copied to the
Unmanaged Storage Repository.

New extension

Changes the existing extension to the
specified extension.

Remove extension

Remove the extension if there is one.

Add extension if no original extension

Add the specified extension if the original
file name does not have an extension.

Remove specific extension

Remove only the specified extension;
preserve all other extensions.

The New extension, Add extension if no original extension, and Remove specific
extension work with the Extension parameter. This parameter, though, is not visible
by default. If the Extension parameter is not visible, click OK to save the configura-
tion, then navigate back to the Transfer tab. The Extension parameter should now

be visible.
Restore Using: Mame ¥
Restore Extension: Remove specific extension v
Extension: [xf
m Extension

The Extension parameter works with the Restore Extension parameter to replace

file extensions when Renditions are copied to the Unmanaged Storage Repository.

This parameter is not visible by default. It only becomes visible when Restore Exten-
sion is set to New extension, Add extension if no original extension, or Remove spe-
cific extension.

) ~
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Note: In some cases, the configuration must be saved after selecting New extension,
Add extension if no original extension, or Remove specific extension for the
Extension parameter to become visible.

m Transcode Using

Some files may contain information at the beginning and end of the file that is not
necessarily meant to be transcoded. This happens most often with commercial
spots which can have agency information, tags, and blacks appended to the beg-
ging and the end of the advertisement. Selecting SOM and EOM prevents these
extraneous bits from being transcoded. Additional configuration is needed to use
EOM and SOM.

When set to SOF and EOF, the entire file is transcoded.
When set to SOM and EOM, only a part of the file is transcoded.
See Start of Message Parameter for more information.

m Transfer Mode

Set the value to UNC to use the Kumulate DataMovers to transfer files between the
video server and Kumulate.

Set the value to Signiant or Aspera to use these transfer APIs.

Note: Signiant and Aspera must be installed to use these modes.

Start of Message Parameter

Media files containing commercial spots will often begin with a series of frames with
the name of the advertising agency, the name of the spot, and the running time of the
spot.

Setting the TranscodeUsing parameter to SOM&EOM will remove these frames when a
Rendition is transcoded.

UNC Unmanaged Storage Repository using the SPOT Vendor ID will automatically
remove the pre-frames without additional configuration from video with Extreme
Reach sidecar files.

For UNC Unmanaged Storage Repositories configured with Generic XML Vendor ID, the
pre-frames can also be removed, but additional configuration is needed as follows:
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1. To extract pre-frames, the sidecar file must contain the length of the clip, and a

timestamp in hh:mm:ss:ms format that points to when the commercial spot begins.
<?xml version="1.0" encoding="Rutf-8"2>

J<ER_AD>

<TITLE_DESC>MillionArm</TITLE_DESC>

<ISCI_CODE>DIMI1543H</ISCI_CODE>

_<PRODUCT DESC>WDSMP/Million Dollar Arm</PRODUCT_DESC>

‘ <PLAY LENGTH>00:00:15:00</PLAY LENGTH>

| <START TIME>00:00:07:00</START TIME>

‘<COMPRESSION_LEVEL_CODE)A:2:2</COMPRESSION_LEVEL_CODE)

<ENCODER_TYPE_DESC>Extreme Reach</ENCODER TYPE_DESC>

<OUTPUT_RATE>29.97</0UTPUT_RATE>

<FILE_NAME>MillionArm.mpg</FILE NAME>
<FILE_SIZE>114523208</FILE_SIZE>
<COPY_DATE>2014-05-07T12:13:29.74158612</COPY_DATE>
<ADVERTISER>WDSMP/Million Dollar Arm</ADVERTISER>

<AGENCY_VENDOR>Ha1t Disney Studios Motion Pictures</AGENCY_VENDOR>
<SPOT_TYPE>HD</SPOT_TYPE>

<MEDIA DESCRIPTION>HD1080i</MEDIA DESCRIPTION>

<SUPPORT_EMAIL>support@extremereach.com</SUPPORT_EMAIL>
L</ER_AD>

2. The start time and length of the clip must be explicitly mapped to the SOM and
Duration Kumulate metadata fields.

Metadata Mapping List

Mﬁuu‘l.nnﬂm Metadata ID Immnas_nnnmm_m
@ 0 JER_AD/PLAY_LENGTH Asset/Aszet Information/Duration
) ©Q /R so/smear_Tve Instance/Summary/SOM

3. After the Rendition is discovered, extract its metadata.

4, Create the proxy. The pre-frames should now be trimmed.
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Discriminators and File Identifiers

The following parameters under the Discriminators tab are used to differentiate
between Renditions with the same name on the Unmanaged Storage Repository.

Connection Monitoring Transfer

Asset Type

o embargo_date
Asset Discriminators: Episode Name
Original Name -
AFD
o Aspect Ratio
Instance Discriminators: Bit Depth
Category Path -
Create Date
] B File Size
File Identifier: Modify Date

Virtual Object and Rendition Discriminators

Note: Discriminators override the Unmanaged Storage Repository's Delete Contents
From Archive setting.

Virtual Object and Rendition discriminators are metadata used to determine whether a
Rendition that has changed is the same Rendition or a different Rendition than one that
is already on the Unmanaged Storage Repository.

When a Rendition has changed, the Rendition discriminator metadata values of the
original and changed Renditions are compared. If any of the discriminator metadata
values do not match, a new Virtual Object will be created for the changed Rendition.

Discriminator metadata is selected from the left list and moved to the right list using
the right-facing arrow.

For example, to compare Renditions based on file size and video standard, select File
Size and Video Standard and add them to the right list as shown in the following figure.

Asset Type

embargo_date

Episode Name

Original Name -

AFD File Size

o Aspect Ratio Video Standard
Instance Discriminators: Bit DEDth

Asset Discriminators:

Category Path -

When Kumulate detects that the physical Rendition on the Unmanaged Storage
Repository has changed, it will compare the file size and video standard of the original
Rendition to the changed Renditions. A new Virtual Object will be created for the
changed Rendition if either of the two metadata values do not match.

Note: Naming Schema must be set to UMID, and Extract Metadata must be set to YES
when using discriminators. No Renditions will be discovered on the
Unmanaged Storage Repository if discriminators are used but the Unmanaged
Storage Repository's naming schema is not set to UMID.

) ~
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BXF Unmanaged Storage Repositories

A BXF Unmanaged Storage Repository consists of a UNC path or FTP server that is
delivering BXF files to Kumulate. Kumulate monitors the location for new files, parses
the BXF file for metadata and ingests the content.

Two new options have been added to the BXF Unmanaged Storage Repository
configuration in Kumulate 2.2 to enable the centralized ingest and subsequent
distribution to local Kumulate systems:

» The option to retrieve XML sidecar files from a different folder than the media files.
The path is defined in the Unmanaged Storage Repository's XML Path parameter. If
no path is defined in this parameter, Kumulate will assume the path is the same as
the one used for the media files.

» The option of different Rendition formats to support configurations where content
is transcoded before it arrives in the Kumulate Unmanaged Storage Repository. The
format is defined in the Unmanaged Storage Repository's Rendition Format param-
eter in a pull down list. All Renditions discovered on the location will have this for-
mat. The available values are as follows:

a. EXTREMEREACH (this is the default value)
b. MXF

c. QT

d. MP4

e. MPEG2TS

f. MPEG2PS

Storage Location ID:

[BXF_FTP |

Connection k: Discriminators Transfar

API HostName: 10.30.5.47
API Protacol:

Capture Format:

Attach XML to asset:
Check Asset Uniqueness:
Type Of Content:

Date Format:

Delete From Video Server:

Delete Content From Archive:

Delete timeout:

Discovery Tterations: Single Step v
Exclude Trade/Barter segments: YES ¥
Exclude EOM from duration: YES ¥
Export Metadata: NO v
Files Dir Enable: NO w

Files Patterns (Include):
Files Patterns {Exclude): ._*, .DS_Store, Thumbs.d
Set ISCI as Title for Commercial segments:
Ignore Files With Leading Space:

Ignore List:

Import Metadata:

Find Media From XML:

Monitor Timeout (min):

Monitoring:

Naming Schema:

P [EXTREVEREACH ~] ]
Polling Begin Time: U

~
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Configuration

Use the following procedure to configure BXF Unmanaged Storage Repositories:
1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte ASSeT

STATUS  E ADMINISTRATION

2. Select Locations > Storage.

£ Media Management~ M Locations~  E¥Content~

Storage

Archive

3. Create a new Unmanaged Storage Repository by clicking the Add New Location
button.

Storage Location Manager

ADD KEW LOCATION,

RESTORE PROFILE INFORMATION

S T e

4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Location 1D:
BXF < Required

Location Description:

Location Typa:
Video Server ¥

5. Select the Monitoring tab and set Capture Format to ExtremeReach.
Connaction Discriminators Transfer

API Protocol: UNC ¥

Capture Format: EKTRE_H EREACH ¥

~
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6. Click OK to continue. A warning will appear asking if you want to submit the

change to the Unmanaged Storage Repository. Click OK to continue and you will be
returned to the Connection tab.

As you are changing the type and/or capture format
you should also review the Storage Location Profiles.
Do you want to submit the changes?

7. Enter the UNC directory or FTP credentials and set Extract Metadata to NO.

Manitoring Discriminatees Transfar

Extract Metadata: NO 7
Directory C\BXF

8. Navigate to the Monitoring tab and set Vendor Id to GENERIC XML.

9. Navigate to the Transfer tab and set the input path for the DataMover. If UNC is
used as the protocol then set the input path for the Transcode Engine.

10. Click OK to continue.

11. Add the appropriate permissions in the Security area and the endpoint to your
DataMover.

Metadata Mapping
When BXF files are discovered, their metadata is read and mapped to Kumulate
metadata. There are six default mappings for BXF files, but more can be added.
Use the following procedure to map BXF metadata:
1. Navigate to Location Metadata Mapping to add or remove mappings.
Metadata Mapping for location: BXF2

Crco mersoninnwrs ] (it moereve

Metadata Mapping List

Aubisns | aten Heladais T HAGSSTONE_MITADATA_DY st Trpe
ﬂﬂ Befanrsge Beun Comnens Progrumtomans Conmermiacszues Tasratss L fawes Jrlprmanes Progra hote o
G0 i ettt rpafotit oo e Unses'cn Furpadin B3t Bdpat 1-Farmnticn Burgm Date e
G mange Bem Tornes Frogramiomens Conomtiacalocy Uesgefeic, Frick Tace Expae Trnmpripnen, Bie e Cuce

) O T aars g Ba o Py CaAentiAACLL Comancl Kl BT e Wisa
w7

b a Brtaninge Be0uma Comtens Srogramiomses Corspmttamslurs Comemeid ‘Minempsalz] §oTopen Topodn
L]

&ypar, Cirvsanr Dy, Conous 13 2
e o ] -2+

L e e S dape Ifzrmgnan Trin [

I_..wn;ma;uﬁm.n.j . [:mﬁm.].
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2. Modify settings on the Monitoring tab if necessary as follows:

a. Attach XML to Virtual Object.

b. Set ISCl as Title for Commercial segments.
c. Adjust SOM to zero (0).

d. Set Commercial as Note.

3. Validate the location.

) ~
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Video Server Unmanaged
Storage Repositories

This chapter describes the various Video Server Unmanaged Storage Repositories. The
locations are configured based on the type of video server that it will connect to.

Each location is configured to expect a specific Rendition format. Renditions that do
not match this format cannot be transferred to the location unless a transcode profile
exists that can transcode the incoming Rendition to the format specified by the
location's restore profile.

Unmanaged Storage Repositories are not automatically accessible to users, nor are
they automatically added to external DataMovers. They need to be explicitly added as
endpoints to external DataMovers, and they need to be explicitly added to user groups.

m K2 Unmanaged Storage Repositories

m Leitch Unmanaged Storage Repositories

m Omneon (Harmonic) Unmanaged Storage Repositories
m Discriminators for Video Server Locations

m Fast Initialization & Delete Content From Archive

~
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K2 Unmanaged Storage Repositories

A K2 Unmanaged Storage Repository consists of a K2 Video Server connected to
Kumulate. Communication between the video server and Kumulate is done through
API calls using libraries installed on the Kumulate server.

Media transfers between Kumulate and the video server are done through the video
server's FTP service.

K2 File and Folder Formats

Kumulate receives a list of clips on the video server. K2 provides metadata information
about the clips, but does not provide the file format. When Kumulate requests a clip, it
sends a request to retrieve the clip from an FTP directory that corresponds to a wrapper
type. The K2 server wraps the clip in the format corresponding to the directory and
places it in the directory for Kumulate to copy-in.

Clips can be wrapped as GXF, MXF, or MOV. The root FTP directories for the wrapped
clips correspond to the wrapper types. For example, the root directory for GXF is /GXF/.

The physical clips are stored within a subdirectory generally named default. For
example, physical GXF files would be located under /GXF/default/.

For transfers to the K2 Unmanaged Storage Repository, Kumulate places the files in
their corresponding wrapper directories.

Kumulate can only monitor one wrapper type per K2 Unmanaged Storage Repository.

Note: K2 does not support files with filename lengths over 32 characters long.
Copying out a file with a filename longer than 32 characters to a K2 video
server will fail.

K2 Configuration

A K2 Unmanaged Storage Repository is typically configured as both a copy-in and
copy-out location. Use the following procedure to configure a K2 Unmanaged Storage
Repository:

1. Click System > Administration in the menu bar in the Kumulate web interface.

] kurnt”ite : ASSE , Enter search term

I STATUS Gy ADMINISTRATION ELASTICSEARCH CLUSTERS ~ FAYADOBE SETTINGS

2. Select Locations > Storage.

D Media Management - E: Locations ~ W Content~

N

) ~
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3. Create a new Unmanaged Storage Repository by clicking the Add New Location
button.

Storage Location Manager

ADD NEW LOCATEON,

RESTORE PROFILEINFORMATION,

((restore prosae meowsarion ) (seesesn )

4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

Location ID:
K2 < Required
Location Description:

K2 Storage Location

Location Type:
Video Server v

5. From the Unmanaged Storage Repository Configuration page, set Video Server
Type to K2.

Storage Location TYPE:
REPOSITORY ¥
PROFILE
SEACHANGE
PATHFIRE

I OMNEON I
LEITCH

AVID [!

AVID_DMS_ARCHIVE
FASTCHANNEL
DG_SYSTEMS

WVYWX

MIJO

SPOTTRAFFIC

MMP

EVS

REPOSITORY

6. Click OK to continue. A warning will appear asking if you want to submit the
change to the Unmanaged Storage Repository. Click OK to continue. You will be
returned to the Connection tab.

As you are changing the type and/or capture format
you should also review the Storage Location Profiles.

Do you want to submit the changes?

7~
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7. Set the following minimum parameters (see K2 Parameters for the complete list of
K2 Unmanaged Storage Repository configuration parameters).

Parameter

Description

APl HostName

The hostname or IP address of the video server.
This address is used by the API.

Directory

The location from where Kumulate requests to
copy-in clips from the K2 server. The root directory
dictates the type of wrapper the K2 server will
apply to the transferred clips. Only GXF, MXF, and
MOV wrappers are supported.

HostName, Password, Port, User

Connection credentials for the FTP server used to
transfer files.

Max Copy In

Sets the maximum number of concurrent transfers
from the Unmanaged Storage Repository to
Kumulate.

The default value is 0 and allows an unlimited
number of concurrent transfers.

Note: Itis recommended to change this to a non-
zero value.

Max Copy Out

Sets the maximum number of concurrent transfers
from Kumulate to the Unmanaged Storage
Repository.

The default value is 0 and allows an unlimited
number of concurrent transfers.

Note: Itis recommended to change this to a non-
zero value.

Kumulate Administration Guide
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Parameter

Description

Monitoring

K2 Unmanaged Storage Repositories are generally
used to both copy-in and copy-out media.
Monitoring should be kept ON unless the
Unmanaged Storage Repository will only be used
for copy-out.

Naming Schema

Sets whether Virtual Objects are named using a
Virtual Object ID or using a UMID.

Note: Rendition metadata discriminators cannot
be used when Naming Schema is set to
Virtual Object ID. See Fast Initialization &
Delete Content From Archive for more
information.

Remote Dir

The server directory monitored by Kumulate. This
directory must correspond to the directory where
the K2 server stores its clips.

K2 Parameters

The following parameters are used by K2 Unmanaged Storage Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m APl HostName

The hostname or IP address of the video server used by the API.

m Checksum Type and Checksum Validation

Rendition checksums are calculated to ensure that Rendition data is not corrupted.

When a Rendition is copied to the location, its checksum is calculated using the
algorithm specified by Checksum Type. The Rendition's checksum is added to the
database if it does not already exist. The transfer will fail and an error will be gener-
ated if the Rendition's checksum exists in the database, but the two checksums do

not match.

An additional check is made after the Rendition has been fully copied to the loca-
tion if After Write is selected for Checksum Validation. The transfer will fail if the
checksum of the written Rendition does not match the checksum in the database.

Kumulate Administration Guide
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m Delete Content From Archive

This parameter sets whether a Virtual Object's archived Renditions are deleted
when the physical Rendition on the Unmanaged Storage Repository changes.

When a Rendition changes on an Unmanaged Storage Repository, the existing Ren-
dition is deleted and replaced with the changed Rendition.

Setting Delete Content From Archive to YES will also delete all Renditions located
on Managed Storage Repositories when the physical Rendition on the Unmanaged
Storage Repository changes.

If the Delete Virtual Object With No Renditions parameter in the Virtual Object
Manager module is set to ON, and the Virtual Object does not contain any other
Unmanaged Storage Repository Renditions in addition to the one that has
changed, the Virtual Object will be deleted and a new Virtual Object will be created
for the changed Rendition.

The default setting is NO.

Note: Delete Content From Archive has no effect when discriminators are used by the
location

m Delete From Video Server

Allows the deletion of files from the Unmanaged Storage Repository after they
have been copied in to Kumulate.

m Delete Timeout
The amount of time to wait for a file to be physically deleted from the video server.

The operation fails if the timeout is reached and the file has not been deleted. The
file will no longer be visible, but it may remain in an unusable state on the video
server.

m Directory

The location from where Kumulate requests to copy-in clips from the K2 server. The
root directory dictates the type of wrapper the K2 server will apply to the trans-
ferred clips. Only GXF, MXF, and MOV wrappers are supported. The types of file that
will be copied in are found in a directory corresponding to their wrapper type as
follows:

File Type |Directory

GXF /GXF/default/
MXF /MXF/default/
MOV /MOV/default/

Note: The physical files are typically found in the default subdirectory, but may be
located in other subdirectories.
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m HostName, Password, Port, User

These parameters are the connection credentials for the FTP server used to transfer
files.

m Use Passive Mode (if server supports it)

Set this parameter to YES to use passive FTP connections. Passive FTP connections
allow FTP to be used with firewalls with port forwarding.

Itis set to NO by default.

Note: The FTP connection will default back to active FTP if the passive FTP
connection fails.

m File info command

The FTP command to use to determine whether a file is on an FTP server.

Note: Do not change the value from the default unless the FTP command results in
errors.

This parameter is used with the Rendition detection pattern parameter.
m Ignore List

Kumulate will not copy-in any files that appear in this list. Ignore List can be a list of
filenames or a regular expression.

m ML Direct Transfer

Transfer files directly from the video server to the tape library without creating a
Rendition in the cache.

This should only be set to YES if the Rendition does not need to be transcoded, or if
a proxy does not need to be created.

m Max Copy In

This setting only applies when the Unmanaged Storage Repository is configured
for copying in files and sets the maximum number of concurrent transfers from the
Unmanaged Storage Repository to Kumulate.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers.

The default value is 0.

Note: Itis strongly recommended to change this to a non-zero value.
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m Max Copy Out

This setting only applies when the Unmanaged Storage Repository is configured
for copying out files and sets the maximum number of concurrent transfers from
Kumulate to the Unmanaged Storage Repository.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers.

The default value is 0.

Note: Itis strongly recommended to change this to a non-zero value.

m Monitoring

Specifies whether Kumulate is monitoring the location to discover and copy-in new
Renditions.

OMNEON Unmanaged Storage Repositories are generally used to both copy-in and
copy-out media. Therefore, Monitoring is set to ON. It should only be set to OFF if
the Unmanaged Storage Repository will not be used to discover and copy-in Rendi-
tions.

m Monitoring Interval (Seconds)

The amount of time the system waits for the monitoring thread. The thread is
restarted when this interval passes.

This value should be higher if there are several monitored Unmanaged Storage
Repositories in the Kumulate system.

Note: This parameter should be set with the help of the installation team.

m Naming Schema
Determines how the Virtual Object ID is set upon discovery.

Setting this to Virtual Object ID sets the Virtual Object ID to the root filename of the
discovered Rendition. In this case, the Virtual Object Name, Virtual Object ID, and
Original Name of the Virtual Object will be identical.

Setting this to UMID sets the Virtual Object ID to a unique UMID. This ensures
unique names for all Virtual Objects. The Virtual Object Name will still be the root
filename of the discovered Rendition.

Note: Neither Rendition nor Virtual Object discriminators can be used when Naming
Schemais set to Virtual Object ID.

m Overwrite Video Server Rendition

Transfers from Kumulate to the Unmanaged Storage Repository will fail if the file
already exists on the Unmanaged Storage Repository when this is set to NOT
ALLOWED.

The transfer will overwrite the existing file on the Unmanaged Storage Repository
when this is set to ALLOWED.
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m Polling Begin Time, Polling End Time, Polling Interval(sec)
Controls how Kumulate polls the Unmanaged Storage Repository.

Polling Begin Time and Polling End Time instruct Kumulate to poll the Unmanaged
Storage Repository only between Polling Begin Time and Polling End Time. These
parameters are based on the 24-hour clock, and can only be set to hours.

Polling Interval(sec) instructs Kumulate to poll the Unmanaged Storage Repository
every specified number of seconds. The interval begins when the discovery opera-
tion ends. The minimum value for this interval is 10s. Setting this parameter to 0
effectively sets it to 10s.

m Remote Dir

The directory on the K2 server where unwrapped clips are kept. Kumulate queries
the K2 server through the API for clips in this directory.

m Restore Using

Restore Using specifies how to name the physical file when a Rendition is trans-
ferred to this Unmanaged Storage Repository. There are four options for Restore
Using:

Virtual Object ID The file is named using the transferred Rendition's Virtual
Object's ID.

Name The file is named using the transferred Rendition's Virtual
Object's Name.

Original Name The file is named using the transferred Rendition's Virtual
Object's Original Name.

Original Name contains the name of the Virtual Object when its
source Rendition was discovered.

Preserve Filenames | The filename is not modified after transfer.

The Restore Extension parameter will not be applicable when
this option is used. Restore Extension will be hidden if the
Unmanaged Storage Repository configuration is saved after
setting this option.

Note: If the Virtual Object source location used Virtual Object ID as the Naming
Schema, the Virtual Object ID, Virtual Object Name, and Original Name may be
identical.

m Transcode Using

Some files may contain information at the beginning and end of the file that is not
necessarily meant to be transcoded. This happens most often with commercial
spots which can have agency information, tags, and blacks appended to the beg-
ging and the end of the advertisement. Selecting SOM and EOM prevents these
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extraneous bits from being transcoded. Additional configuration is needed to use
EOM and SOM.

The entire file is transcoded when set to SOF and EOF.
Only a part of the file is transcoded when set to SOM and EOM.
See Start of Message Parameter for more information.

m Transfer timeout

The transfer fails if it has not completed successfully within this amount of time.
This value should only be changed if transfers routinely time out.

m Transfer Mode
Always set to Direct FTP.
m Video Format Type and Video Bitrate

The video format and bitrate information is not returned by the K2 API, but is
extracted using HQS. Video Format Type and Video Bitrate are used as defaults if
HQS is not installed.

Video Format Type is the video chroma subsampling. It can be 411, 420, 422, or 444,

) ~
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Leitch Unmanaged Storage Repositories

A Leitch Unmanaged Storage Repository consists of a Leitch video server connected to
Kumulate. Communication between the video server and Kumulate is done through
API calls using libraries installed on the Kumulate server.

Media transfers between Kumulate and the video server are done through the video
server's FTP service.

Leitch File and Folder Formats

All files on a Leitch video server are in a proprietary format. The Leitch server wraps the
file into either LXF, GXF, MXF, or MOV format, depending on the format Kumulate has
requested, and makes the files available through the FTP server.

Leitch Configuration

A Leitch Unmanaged Storage Repository consists of a Leitch video server connected to
Kumulate. Files are copied in and copied out through the video server's FTP service.
Leitch Unmanaged Storage Repositories are typically configured as both a copy-in and
a copy-out location. Use the following procedure to configure a Leitch Unmanaged

Storage Repository:
1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite

STATUS e ADMINISTRATION ELASTICSEARCH CLUSTERS ADOBE SETTINGS

2, Select Locations > Storage.

L Media Management~ B Locations~  @Content~

3. Create a new Unmanaged Storage Repository by clicking the Add New Location

button.
Storage Location Manager

~
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4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information

Location ID:

LEITCH < Required
Location Description:

Leitch Storage Location

Location Type:
Video Server v

5. From the Unmanaged Storage Repository Configuration page, set Video Server
Type to LEITCH.

Storage Location TYPE:
REPOSITORY A
PROFILE

SEACHANGE

PATHFIRE

' OMNECN I
K2

AVID
AVID_DMS_ARCHIVE
FASTCHANNEL
DG_SYSTEMS

VYW

MIJO

SPOTTRAFFIC

MMP

EVS

_| REPOSITORY

6. Click OK to continue. A warning will appear asking if you want to submit the
change to the Unmanaged Storage Repository. Click OK to continue. You will be
returned to the Connection tab.

As you are changing the type andfor capture format
you should also review the Storage Location Profiles.

Do you want to submit the changes?

@]
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7. Set the following minimum parameters (see Leitch Parameters for the complete list
of K2 Unmanaged Storage Repository configuration parameters).

Parameter

Description

APl HostName

The hostname or IP address of the video server.
This address is used by the API.

HostName, Password, Port, User

Connection credentials for the FTP server used to
transfer files.

Note: The Leitch FTP service uses port 2098.

Max Copy In

Sets the maximum number of concurrent transfers
from the Unmanaged Storage Repository to
Kumulate.

The default value is 0 and allows an unlimited
number of concurrent transfers.

Note: It is recommended to change this to a non-
zero value.

Max Copy Out

Sets the maximum number of concurrent transfers
from Kumulate to the Unmanaged Storage
Repository.

The default value is 0 and allows an unlimited
number of concurrent transfers.

Note: Itis recommended to change this to a non-
zero value.

Marking Key

Used to mark Renditions on the video server once
they are discovered.

Leitch Unmanaged Storage Repositories should
use a short key. If this value is left blank, the key
value set in the CMI module configuration is used.
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Parameter Description

Monitoring K2 Unmanaged Storage Repositories are generally
used to both copy-in and copy-out media.
Monitoring should be kept ON unless the
Unmanaged Storage Repository will only be used
for copy-out.

Monitored Extension Wrap discovered Renditions in the format specified
by this extension. Only one extension is permitted.
Allowed extensions are MOV, MXF, GXF, and LXF.
Defaults to LXF if left blank.

Naming Schema Sets whether Virtual Objects are named using a
Virtual Object ID or using a UMID.

Note: Rendition metadata discriminators cannot
be used when Naming Schema is set to
Virtual Object ID. See Fast Initialization &
Delete Content From Archive for more
information.

Leitch Parameters

The following parameters are used by Leitch Unmanaged Storage Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m APl HostName
The hostname or IP address of the video server. This address is used by the API.
m Allow Rename

Allows the renaming of a Rendition copied out to the video server. Only the physi-
cal file on the video server is renamed; the Rendition name on Kumulate does not
change.

This parameter only applies to MMP requests and does not apply to requests made
through the Kumulate Ul.

m Checksum Type and Checksum Validation
Rendition checksums are calculated to ensure that Rendition data is not corrupted.

When a Rendition is copied to the location, its checksum is calculated using the
algorithm specified by Checksum Type. The Rendition's checksum is added to the
database if it does not already exist. The transfer will fail and an error will be gener-
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ated if the Rendition's checksum exists in the database, but the two checksums do
not match.

An additional check is made after the Rendition has been fully copied to the loca-
tion if After Write is selected for Checksum Validation. The transfer will fail if the
checksum of the written Rendition does not match the checksum in the database.

m DefaultVideoBitrate

This bitrate is used if the APl does not report the bitrate of a discovered Rendition.
This value is only used when the VIDEO_BIT_RATE metadata is not set. See VID-
EO_BIT_RATE Metadata Mapping for more information.

m Delete Content From Archive

This parameter sets whether a Virtual Object's archived Renditions are deleted
when the physical Rendition on the Unmanaged Storage Repository changes.

When a Rendition changes on an Unmanaged Storage Repository, the existing Ren-
dition is deleted and replaced with the changed Rendition.

Setting Delete Content From Archive to YES will also delete all Renditions located
on Managed Storage Repositories when the physical Rendition on the Unmanaged
Storage Repository changes.

If the Delete Virtual Object With No Renditions parameter in the Virtual Object
Manager module is set to ON, and the Virtual Object does not contain any other
Unmanaged Storage Repository Renditions in addition to the one that has
changed, the Virtual Object will be deleted and a new Virtual Object will be created
for the changed Rendition.

The default setting is NO.

Note: Delete Content From Archive has no effect when discriminators are used by the
location

m Delete From Video Server

Allows the deletion of files from the Unmanaged Storage Repository after they
have been copied in to Kumulate.

m Delete Timeout
The amount of time to wait for a file to be physically deleted from the video server.

The operation fails if the timeout is reached and the file has not been deleted. The
file will no longer be visible, but it may remain in an unusable state on the video
server.

m HostName, Password, Port, User
Connection credentials for the FTP server used to transfer files.

Note: The Leitch FTP service uses port 2098.
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m Use Passive Mode (if server supports it)

Set this parameter to YES to use passive FTP connections. Passive FTP connections
allow FTP to be used with firewalls with port forwarding.

Itis set to NO by default.

Note: The FTP connection will default back to active FTP if the passive FTP
connection fails.

m File info command

The FTP command to use to determine whether a file is on an FTP server. This
parameter is used with the Rendition detection pattern parameter.

Note: Do not change the value from the default unless the FTP command results in
errors.

m Ignore List

Kumulate will not copy-in any files that appear in this list. Ignore List can be a list of
filenames or a regular expression.

m Use file name length validator for transfers

Leitch video servers only support a maximum file name length of 32 characters.
Transferring a file with a filename longer than 32 characters to a Leitch video server
will fail. Setting this parameter to YES verifies that the filename length of a file being
copied out to the video server does not exceed this maximum. Kumulate will not
attempt to copy out a file if its filename exceeds 32 characters; in this case Kumu-
late will generate a warning.

If this parameter is set to NO, Kumulate will attempt to copy out the file regardless
of the length of its filename.

m Marking Key

The Marking Key is used to mark Renditions on the video server after they are dis-
covered. This prevents the same Rendition from being discovered multiple times as
Kumulate will ignore Renditions that have already been marked with its key.

The marking key is inserted into the file's wrapper. On Leitch video servers, marking
keys must be at most 32 characters long. The default marking key should be
changed to a shorter key that identified the Kumulate system. Each Kumulate sys-
tem must have a unique marking key.

If the Marking Key parameter is left blank, the Processed Keyword parameter from
the CMI Module Configuration is used.
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m Max Copy In

This setting only applies when the Unmanaged Storage Repository is configured
for copying in files and sets the maximum number of concurrent transfers from the
Unmanaged Storage Repository to Kumulate.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers.

The default value is 0.

Note: Itis strongly recommended to change this to a non-zero value.

m Max Copy Out

This setting only applies when the Unmanaged Storage Repository is configured
for copying out files and sets the maximum number of concurrent transfers from
Kumulate to the Unmanaged Storage Repository.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers.

The default value is 0.

Note: It is strongly recommended to change this to a non-zero value.

m Monitoring
Specifies whether Kumulate is monitoring the location to discover and copy-in new
Renditions.

LEITCH Unmanaged Storage Repositories are generally used to both copy-in and
copy-out media. Therefore, Monitoring is set to ON. It should only be set to OFF if
the Unmanaged Storage Repository will not be used to discover and copy-in Rendi-
tions.

m Monitoring Interval (Seconds)

The amount of time the system waits for the monitoring thread. The thread is
restarted when this interval passes.

This value should be higher if there are several monitored Unmanaged Storage
Repositories in the Kumulate system.

Note: This parameter should be set with the help of the installation team.

m Monitored Extension

Specifies the wrapper format returned by the video server. The video server will
return Renditions in this wrapper format, if possible. The transfer will fail if the Ren-
ditions cannot be wrapped in this format.

Supported wrapper formats are LXF, MXF, GXF, and MOV and defaults to LXF if it is
left blank.
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m Naming Schema
Determines how the Virtual Object ID is set upon discovery.

Setting this to Virtual Object ID sets the Virtual Object ID to the root filename of the
discovered Rendition. In this case, the Virtual Object Name, Virtual Object ID, and
Original Name of the Virtual Object will be identical.

Setting this to UMID sets the Virtual Object ID to a unique UMID. This ensures
unique names for all Virtual Objects. The Virtual Object Name will still be the root
filename of the discovered Rendition.

Note: Neither Rendition nor Virtual Object discriminators can be used when Naming

Schemais set to Virtual Object ID.

m Overwrite Video Server Rendition

Transfers from Kumulate to the Unmanaged Storage Repository will fail if the file
already exists on the Unmanaged Storage Repository when this is set to NOT
ALLOWED.

The transfer will overwrite the existing file on the Unmanaged Storage Repository
when this is set to ALLOWED.

Polling Begin Time, Polling End Time, Polling Interval(sec)
Controls how Kumulate polls the Unmanaged Storage Repository.

Polling Begin Time and Polling End Time instruct Kumulate to poll the Unmanaged
Storage Repository only between Polling Begin Time and Polling End Time. These
parameters are based on the 24-hour clock, and can only be set to hours.

Polling Interval(sec) instructs Kumulate to poll the Unmanaged Storage Repository
every specified number of seconds. The interval begins when the discovery opera-
tion ends. The minimum value for this interval is 10s. Setting this parameter to 0
effectively sets it to 10s.

Restore Using

Restore Using specifies how to name the physical file when a Rendition is trans-
ferred to this Unmanaged Storage Repository. There are four options for Restore
Using:

Virtual Object ID The file is named using the transferred Rendition's Virtual

Object's ID.
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Name The file is named using the transferred Rendition's Virtual
Object's Name.

Original Name The file is named using the transferred Rendition's Virtual
Object's Original Name.

Original Name contains the name of the Virtual Object when its
source Rendition was discovered.

Preserve Filenames | The filename is not modified after transfer.

The Restore Extension parameter will not be applicable when
this option is used. Restore Extension will be hidden if the
Unmanaged Storage Repository configuration is saved after
setting this option.

Note: If the Virtual Object source location used Virtual Object ID as the Naming
Schema, the Virtual Object ID, Virtual Object Name, and Original Name may be
identical.

m Transcode Using

Some files may contain information at the beginning and end of the file that is not
necessarily meant to be transcoded. This happens most often with commercial
spots which can have agency information, tags, and blacks appended to the beg-
ging and the end of the advertisement. Selecting SOM and EOM prevents these
extraneous bits from being transcoded. Additional configuration is needed to use
EOM and SOM.

The entire file is transcoded when set to SOF and EOF.
Only a part of the file is transcoded when set to SOM and EOM.
See Start of Message Parameter for more information.

m Transfer timeout

The transfer fails if it has not completed successfully within this amount of time.
This value should only be changed if transfers routinely time out.

m Transfer Mode
Always set to Direct FTP.

VIDEO_BIT_RATE Metadata Mapping

The Leitch DefaultVideoBitrate parameter is only used when the Unmanaged Storage
Repository's VIDEO_BIT_RATE metadata is not mapped. However, it is preferable to add
the VIDEO_BIT_RATE metadata than to use the DefaultVideoBitrate parameter.

Use the following procedure to verify that the VIDEO_BIT_RATE metadata is present:
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1. Click the Location Metadata Mapping button at the top of the Unmanaged Storage
Repository Configuration page to open the metadata mappings for the
Unmanaged Storage Repository.

Storage Location Configuration

| storage Location contlg@eetlon |

2. Click Add Mapping if there is no metadata mapping already in the location.

Metadata Mapping LiSt
Actions Il.mﬁm Metadata ID Wﬂ RE_METADATA_ID

3. Verify that VIDEO_BIT_RATE is present in the Metadata Mapping List and is mapped
directly to Rendition/Video/Video Bitrate.

[ o meraoers mazeine ) our e mavein |
Metadata Mapping List

GO ounmos Aasatdases Information/ Doration Dz
ﬂ'a Sean T Inmanca Vesen/Soen Mode BMappes wwua
) Frama fans Code Instanca/Viceo/Frama Rae Mapped vakie
G'a Vertznl Siza Code Inmanes Vidas Vides Haghs Mazped waioe
ﬂo VIDEQ_FORMAT Instance’Viden Vides Format Mapoed value
ﬂ'a VIDEQ_FORMAT Inptancn Vides/ Corpma Farmat Mpgaed valie

VIDED_SUB_FORMAT Tngrancees Sap Sorucon Diract
%ﬂ_ﬂﬂ‘_wﬂt Irmance'Viden V-dee Barate ont |
TIMECODE_TvRE Tnmtanca vises v e Standaed Macpes vae
ﬂo KEPECT_RATIO Inorance Viden Aane RELG Mappes anbie

G0 s Tnstanca/Summibey SOF Bz

4, If VIDEO_BIT_RATE is not in the list of mapped metadata, add it by clicking the ADD
METADATA MAPPING button and selecting it from the Location Metadata Mapping

pull down menu.
Location Metadata Mapping

Location Metadata ID:
ARC Mode
Modified Timestamp
Picture Structure

Pixel Aspect Ratio
Record Date/Time

SOM

Scan Type

Source 8-byte ID Handle
Source Video Parameters
TIMECODE_TYPE

Title

User Name
User-definable Field £1
User-definable Field2 T oes
User-definable Field £3
User-definable Fleld =4~~~ T
VIDEO_FORMAT »

VIDEO_SUB_FORMAT

Vertical Size Code

Video QA Status b

-

< Required

< Required

7~
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5. Map it to Rendition/Video/Video Bitrate from the Kumulate Metadata ID pull down

menu.

Location Matadata ID:

| VIDEQ_BIT_RATE

v | < Required

MassStore Metadata ID:

Asset/Asset Information/Asset Id

¥ | < Required

TITSCaTICET SO §7 TS TATTCE T8t
Instance/Summary/Last Update
Instance/Summary/Name
Instance/Summary/SOF
Instance/Summary/SOM
Instance/Summary/Storage Location Name
Instance/Summary/Storage Media
Instance/Summary/Storage Unit Id
Instance/Summary/Wrapper
Instance/Summary/Wrapper Version
Instance/Video/AFD
Instance/\Video/Aspect Ratio
Instance/Video/Bit Depth
Instance/Video/Chroma Format
Instance/\ideo/Frame Rate
Instance/Video/Gop Structure
Instance/Video/Scan Mode
Instance/Video/Video Format

Instance/\Video/Video Height

Tnetaneafidan idan Ctandaed

i

-

6. Ensure that the Mapping Type is set to Direct and click OK to save.

Location Metadata ID:

| VIDEO_BIT_RATE

¥ | < Required

MassStore Metadata ID:

| Instance/Video/Video Bitrate

¥ | < Required

Mapping Type:

| Direct
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Omneon (Harmonic) Unmanaged Storage
Repositories

Note: Omneon Spectrum and Media Deck are now known as Harmonic Spectrum
Family. However, the configuration name for this type of Unmanaged Storage
Repository remains Omneon, and the video server type remains OMNEON.

An Omneon Unmanaged Storage Repository consists of a Harmonic Spectrum video
server, or an Omneon Spectrum or Media Deck video server, connected to Kumulate.
Communication between the video server and Kumulate is achieved through API calls
using libraries installed on the Kumulate server. Media transfers between Kumulate and
the video server are completed through an FTP service running on the video server.
Kumulate receives a register of all the media on the video server.

Omneon (Harmonic) File and Folder Formats

Omneon Unmanaged Storage Repositories can contain MXF, self-contained MOV, and
reference MOV files. A reference MOV file is essentially a list of MOV files stored in a
subdirectory.

Kumulate polls the video server through the API to discover new media files. The video
server provides information about new files and a list of the reference MOV files in any
reference MOV files that may be available for transfer.

Files that are transferred from Kumulate to the video server are placed on the FTP
server. Files are generally located under the clip.dir directory. If the media files are
reference MOV files, the media files referenced by the MOV files are located in the
clip.dir/media.dir directory.

Omneon Configuration

An Omneon Unmanaged Storage Repository is typically configured as both a copy-in
and a copy-out location. Each Omneon Unmanaged Storage Repository is configured
to discover MXF, self-contained MOV, or reference MOV files.

Use the following procedure to configure an Omneon Unmanaged Storage Repository:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulate (&) (B][[s

STATUS (s ADMINISTRATION ELASTICSEARCH CLUSTERS ~ FAYADOBE SETTINGS

) ~
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2. Select Locations > Storage.

& Media Management+ B Locations» W Content~

Storage

Archive

3. Create a new Unmanaged Storage Repository by clicking the Add New Location
button.

Storage Location Manager

4. Enter a name and description for the Unmanaged Storage Repository, then click
OK.

Create Storage Location

Storage Location Information
Location ID:
OMNEON < Required
Location Description:

Omneon Storage Location

Location Type:
Video Server v

5. From the Unmanaged Storage Repository Configuration page, set Video Server
Type to K2.

Storage Location TYPE:
REPOSITORY v
PROFILE
SEACHANGE
PATHFIRE

LEITCH

K2

AVID
AVID_DMS_ARCHIVE
FASTCHAMNEL
DG_SYSTEMS
WYV

MIIO
SPOTTRAFFIC
MMP

EVS

| REPOSITORY

7~
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6. Click OK to continue. A warning will appear asking if you want to submit the
change to the Unmanaged Storage Repository. Click OK to continue. You will be
returned to the Connection tab.

7. Set the following minimum parameters (see Omneon Parameters for the complete
list of Omneon Unmanaged Storage Repository configuration parameters).

Parameter

Description

APl HostName

The hostname or IP address of the video server. This
address is used by the API.

Clip Directory

The media file directory. This directory is usually
clip.dir.

Container Extension List

The list of file extensions corresponding to the
types of media files this Unmanaged Storage
Repository handles. Valid values are MOV and MXF.
If both MOV and MXF files are handled, MOV and
MXF must be separated by a comma.

HostName, Password, Port, User

Connection credentials for the FTP server used to
transfer files.

Max Copy In

Sets the maximum number of concurrent transfers
from the Unmanaged Storage Repository to
Kumulate.

The default value is 0 and allows an unlimited
number of concurrent transfers.

Note: Itis recommended to change this to a non-
zero value.

Max Copy Out

Sets the maximum number of concurrent transfers
from Kumulate to the Unmanaged Storage
Repository.

The default value is 0 and allows an unlimited
number of concurrent transfers.

Note: Itis recommended to change this to a non-
zero value.

Media Directory Version

Always set this to 4.0 or higher.
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Parameter Description

Media Directory The directory used for media files referenced by
reference MOV files. The directory is usually
clip.di\media.dir.

Monitoring Omneon Unmanaged Storage Repositories are
generally used to both copy-in and copy-out
media. Monitoring should be kept ON unless the
Unmanaged Storage Repository will only be used
for copy-out.

Naming Schema Sets whether Virtual Objects are named using
Virtual Object ID or using UMID.

Note: Rendition metadata discriminators cannot
be used when Naming Schema is set to
Virtual Object ID. See Fast Initialization &
Delete Content From Archive for more
information.

Player Version Always set this to 4.6 or higher.

Omneon Parameters

The following parameters are used by Omneon Unmanaged Storage Repositories.

Caution: Do not modify any parameter that does not appear in this list.
Modifying an unlisted parameter may affect Kumulate's operations.

m APl Hostname
The hostname or IP address of the video server used by the API.
m Allow Rename

Allows the renaming of a Rendition copied out to the video server. Only the physi-
cal file on the video server is renamed. The Rendition name on Kumulate does not
change.

This parameter only applies to MMP requests and does not apply to requests made
through the Kumulate Ul.

m Clip Directory
The directory used for the clip files.

Files are transferred between the video server and Kumulate using the video
server's internal FTP server. The MXF and MOV files, including reference MOV files,

) ~
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are usually kept in the clip.dir directory. This directory may be different in certain
configurations.

The files referenced by reference MOV files are stored in a subdirectory. The Media
Directory parameter must point to this directory.

m Checksum Type and Checksum Validation
Rendition checksums are calculated to ensure that Rendition data is not corrupted.

When a Rendition is copied to the location, its checksum is calculated using the
algorithm specified by Checksum Type. The Rendition's checksum is added to the
database if it does not already exist. The transfer will fail and an error will be gener-
ated if the Rendition's checksum exists in the database, but the two checksums do
not match.

An additional check is made after the Rendition has been fully copied to the loca-
tion if After Write is selected for Checksum Validation. The transfer will fail if the
checksum of the written Rendition does not match the checksum in the database.

m Container Extension List

The list of file extensions corresponding to the types of media files this Unmanaged
Storage Repository handles. Valid values are MOV and MXF. If both MOV and MXF
files are handled, MOV and MXF must be separated by a comma.

MOV can refer to either self-contained or reference MOV files.

Note: If two files have the same name except for their extensions, only one file will be
discovered. For example, if Rendition.mxf and Rendition.mov exist on the video
server, only one of those files will be discovered.

m Delete Content From Archive

This parameter sets whether a Virtual Object's archived Renditions are deleted
when the physical Rendition on the Unmanaged Storage Repository changes.

When a Rendition changes on an Unmanaged Storage Repository, the existing Ren-
dition is deleted and replaced with the changed Rendition.

Setting the Delete Content From Archive parameter to YES will also delete all Rendi-
tions located on Managed Storage Repositories when the physical Rendition on the
Unmanaged Storage Repository changes.

If the Delete Virtual Object With No Renditions parameter in the Virtual Object
Manager module is set to ON, and the Virtual Object does not contain any other
Unmanaged Storage Repository Renditions in addition to the one that has
changed, the Virtual Object will be deleted and a new Virtual Object will be created
for the changed Rendition.

The default setting is NO.

Note: Delete Content From Archive has no effect when discriminators are used by the
location
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m Delete From Video Server

Allows the deletion of files from the Unmanaged Storage Repository after they
have been copied in to Kumulate.

m Delete Timeout
The amount of time to wait for a file to be physically deleted from the video server.

The operation fails if the timeout is reached and the file has not been deleted. The
file will no longer be visible, but it may remain in an unusable state on the video
server.

m HostName, Password, Port, User
The connection credentials for the FTP server used to transfer files.
m Use Passive Mode (if server supports it)

Set this parameter to YES to use passive FTP connections. Passive FTP connections
allow FTP to be used with firewalls with port forwarding.

Itis set to NO by default.

Note: The FTP connection will default back to active FTP if the passive FTP
connection fails.

m File info command
The FTP command to use to determine whether a file is on an FTP server.

Note: Do not change the value from the default unless the FTP command results in
errors.

This parameter is used with the Rendition detection pattern parameter.
m Ignore extra notify open

Indicates whether to ignore extra OPEN messages sent by the video server to
Kumulate.

The extra OPEN message can cause Kumulate to fail to add newly-discovered Ren-
ditions to its database.

This may not occur with all versions of the video server. The value of this parameter
should only be changed to YES if discovery errors occur.

m Ignore List

Kumulate will not copy-in any files that appear in this list. Ignore List can be a list of
filenames or a regular expression.
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m Max Copy In

This setting only applies when the Unmanaged Storage Repository is configured
for copying in files and sets the maximum number of concurrent transfers from the
Unmanaged Storage Repository to Kumulate.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers.

The default value is 0.

Note: Itis strongly recommended to change this to a non-zero value.

m Max Copy Out

This setting only applies when the Unmanaged Storage Repository is configured
for copying out files and sets the maximum number of concurrent transfers from
Kumulate to the Unmanaged Storage Repository.

The value can be between 0 and 127, where 0 means that there is no limit on the
number of transfers.

The default value is 0.

Note: It is strongly recommended to change this to a non-zero value.

m Media Directory Version

This parameter was introduced to allow for differences between earlier and later
releases of the Omneon software. No new installations use a release of the Omneon
(now Harmonic) software that is lower than 4.0.

Always set this to 4.0 or higher.
m Media Directory
The directory used for media files referenced by reference MOV files.

Files are transferred between the video server and Kumulate using the video
server's internal FTP server. The MXF and MOV files, including reference MOV files,
are kept in the Clip Directory. The MOV files referenced by the reference MOV files
are kept in a subdirectory of this directory; typically media.dir.

The full path to the subdirectory must be specified for Media Directory. For exam-
ple, if the reference MOV files are located in clip.dir, and the referenced files are
located in media.dir, Media Directory must be set to clip.dir/media.dir.

m Monitoring

Specifies whether Kumulate is monitoring the location to discover and copy-in new
Renditions.

OMNEON Unmanaged Storage Repositories are generally used to both copy-in and
copy-out media. Therefore, Monitoring is set to ON. It should only be set to OFF if
the Unmanaged Storage Repository will not be used to discover and copy-in Rendi-
tions.
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m Naming Schema
Determines how the Virtual Object ID is set upon discovery.

Setting this parameter to Virtual Object ID sets the Virtual Object ID to the root file-
name of the discovered Rendition. In this case, the Virtual Object Name, Virtual
Object ID, and Original Name of the Virtual Object will be identical.

Setting this parameter to UMID sets the Virtual Object ID to a unique UMID. This
ensures unique names for all Virtual Objects. The Virtual Object Name will still be
the root filename of the discovered Rendition.

Note: Neither Rendition nor Virtual Object discriminators can be used when Naming
Schemais set to Virtual Object ID.

m Overwrite Video Server Rendition

Transfers from Kumulate to the Unmanaged Storage Repository will fail if the file
already exists on the Unmanaged Storage Repository when this is set to NOT
ALLOWED.

The transfer will overwrite the existing file on the Unmanaged Storage Repository
when this is set to ALLOWED.

m Player Version

This parameter was introduced to allow for differences between earlier and later
releases of the Omneon software. No new installations use a release of the Omneon
(now Harmonic) software that is lower than 4.0.

Always set this to 4.0 or higher.
m Polling Begin Time, Polling End Time, Polling Interval(sec)
Controls how Kumulate polls the Unmanaged Storage Repository.

Polling Begin Time and Polling End Time instruct Kumulate to poll the Unmanaged
Storage Repository only between Polling Begin Time and Polling End Time. These
parameters are based on the 24-hour clock, and can only be set to hours.

Polling Interval(sec) instructs Kumulate to poll the Unmanaged Storage Repository
every specified number of seconds. The interval begins when the discovery opera-
tion ends. The minimum value for this interval is 10s. Setting this parameter to 0
effectively sets it to 10s.

m Process DALO

Ensures compatibility with files that contain DAL.0 metadata. Changing the value of
Process DALO to YES only has an effect if GenerateDALO in the ALL Module Configu-
ration has been set to YES.
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Restore Using specifies how to name the physical file when a Rendition is trans-
ferred to this Unmanaged Storage Repository. There are four options for Restore

Using:

Virtual Object ID

The file is named using the transferred Rendition's Virtual
Object's ID.

Name

The file is named using the transferred Rendition's Virtual
Object's Name.

Original Name

The file is named using the transferred Rendition's Virtual
Object's Original Name.

Original Name contains the name of the Virtual Object when its
source Rendition was discovered.

Preserve Filenames

The filename is not modified after transfer.

The Restore Extension parameter will not be applicable when
this option is used. Restore Extension will be hidden if the
Unmanaged Storage Repository configuration is saved after
setting this option.

Note: If the Virtual Object source location used Virtual Object ID as the Naming
Schema, the Virtual Object ID, Virtual Object Name, and Original Name may be

identical.

m Transcode Using

Some files may contain information at the beginning and end of the file that is not
necessarily meant to be transcoded. This happens most often with commercial
spots which can have agency information, tags, and blacks appended to the beg-
ging and the end of the advertisement. Selecting SOM and EOM prevents these
extraneous bits from being transcoded. Additional configuration is needed to use

EOM and SOM.

The entire file is transcoded when set to SOF and EOF.
Only a part of the file is transcoded when set to SOM and EOM.
See Start of Message Parameter for more information.

m Transfer timeout

The transfer fails if it has not completed successfully within this amount of time.
This value should only be changed if transfers routinely time out.

m Transfer Mode

Always set to Direct FTP.
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Discriminators for Video Server Locations

The Virtual Object Discriminators and Rendition Discriminators under the
Discriminators tab are used to differentiate between Renditions with the same name
on the same video server.

Virtual Object Discriminators and Rendition Discriminators are metadata used to
determine whether a Rendition that has changed is the same Rendition or a different
Rendition than one that is already on the Unmanaged Storage Repository.

Note: Delete Content From Archive has no effect when discriminators are used.

When a Rendition has changed, the Rendition discriminator metadata values of the
original and changed Renditions are compared. If any of the discriminator metadata
values do not match, the original Rendition is deleted and a new Virtual Object is
created for the changed Rendition.

The original Virtual Object will be deleted if the original Rendition is the only Rendition
in its Virtual Object and Delete Virtual Objects with No Renditions is set to ON.

Discriminator metadata is selected from the left hand side list and moved to the right
hand side using the arrow icon.

For example, to compare Renditions based on file size and video standard, select File
Size and Video Standard.

Asset Type
o embargo_date
Asset Discriminators: EDiSDdG Mame
Original Name o
AFD File Size
S Aspect Ratio Video Standard
Instance Discriminators: Bit DEDﬂ'
Category Path -

When Kumulate detects that the physical Rendition on the Unmanaged Storage
Repository has changed, it will compare the file size and video standard of the original
Rendition to the changed Renditions. If either of the two metadata values do not
match, then the current Rendition in Kumulate will be deleted and a new Virtual Object
will be created for the Rendition on the physical location.

Note: Naming Schema must be set to UMID, and Extract Metadata must be set to YES
when using discriminators. No Renditions will be discovered on the
Unmanaged Storage Repository if discriminators are used but the Unmanaged
Storage Repository's naming schema is not set to UMID.
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Fast Initialization & Delete Content From Archive

The Fast Initialization and Delete Content From Archive parameters together determine
what happens to archive Renditions when a Rendition with the same name as an
existing Virtual Object is discovered on an Unmanaged Storage Repository.

The Delete Content From Archive determines whether a Virtual Object's archived
Renditions are deleted when a new Rendition with the same name is discovered on an

Unmanaged Storage Repository.

When turned on, Fast Initialization causes Kumulate to only perform an in-depth
cataloging of the Renditions on an Unmanaged Storage Repository once; then
subsequently only cataloging changes to the Renditions.

Delete Content | Fast

From Archive | Initialization

Setting Setting Result

No No Kumulate deletes the existing archived Renditions.

The discovered Rendition is added to the Virtual
Object.

The existing Virtual Object is deleted if the Virtual
Object Manager Delete Virtual Object With No
Renditions parameter is set to ON and the Virtual
Object has no other Renditions on Unmanaged
Storage Repositories. A new Virtual Object is
created, and the new Rendition is added to this
Virtual Object.

If the Naming Schema parameter is set to UMID,
there may be more than one Virtual Object with the
same name. In this case, Kumulate will generate an
exception.
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Delete Content | Fast
From Archive | Initialization
Setting Setting Result

Yes No Kumulate deletes all the Renditions in the existing
Virtual Object, and creates a new Virtual Object for
the newly-discovered Rendition.

The Virtual Object will be deleted if the Virtual
Object Manager Delete Virtual Object With No
Renditions parameter is set to ON.

Yes Yes Kumulate will delete all Renditions in the existing
Virtual Object. The existing Virtual Object will be
deleted if the Virtual Object Manager Delete Virtual
Object With No Renditions parameter is set to ON.

A new Virtual Object will be created for the newly-
discovered Rendition.

No Yes Kumulate will ignore the newly-discovered
Rendition. No changes will be made to the existing
Virtual Object.
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Managed Storage
Repositories

Data libraries and the cache are classified as Managed Storage Repositories. The cache
is used as temporary storage, and storage for the low-resolution proxies. Data libraries
are used for long-term storage.

In general, Managed Storage Repositories are connected to the Kumulate server and
the DataMovers through fiber channels rather than through a network connection. A
notable exception are StorageTek libraries using LibAttach. These are connected to
Kumulate through a network connection.

m Cache Configuration

m Add A Tape Library

m Registering LibAttach for StorageTek/Oracle Network Libraries
m Configuring the Managed Storage Repository

m Formatting Tapes

m Defragmenting Tapes

m Adding Group Access to a Location

m Import LTFS Tapes

m Archive Search

m Recovering Content from Tapes
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Cache Configuration

Every Kumulate system has exactly one cache. The cache is created by default and is
used as a dedicated Managed Storage Repository connected to the Kumulate server
and its DataMovers.

The physical cache location is generally connected to the DataMovers and the
Kumulate server through fiber channels. The cache can also be connected to a network,
and a UNC path can be used to ensure that a connection to it is always available. A UNC
path also ensures that additional servers and workstations that are not directly
connected to the cache can still access it.

Four directories must be created on the physical cache:

Directory Name | Description

Media Main cache directory. Any Rendition that is located on the cache,
with the possible exception of proxy Renditions, will be located in
this directory.

ProxyRoot Dedicated directory for low-resolution proxies. Low-resolution
proxies can be located in the main cache along with the other
cache Renditions or they can be kept in a separate directory.

Proxies located on a separate directory cannot be transferred to
other locations.

The path to the proxy Renditions is also used to configure Tomcat
for proxy streaming.

Attachments Attachment directory. Virtual Object attachments are stored in
this directory including closed caption files and thumbnails.

TempAttachment | Temporary directory that is used as a temporary repository when
Renditions and attachments are discovered or uploaded.

The cache information is entered into Kumulate from the Administration page during
installation. The cache information can be viewed from the Administration pages.

Use the following procedure to configure the cache:
1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte ASSET v | Q Enter search ter

STATUS  f ADMINISTRATION ELASTICSEARCH CLUSTERS ~ FAY ADOBE SETTINGS

2. Select Locations > Archive.

L) Media Management~ B [ocations~  E¥Content~

) ~
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3. Click the pencil to open the Cache Location Manager and click Configure (pencil
icon).

Archive Locations

Validation Process

4, The Main Cache Path, Proxy Cache Path and, Attachment Path as well as their
corresponding UNC paths should be filled in correctly.

Cache Type:

Checksum Type:
Checksum Verification:
Content Backup:
Content Backup Path:

Delete timeout:

Main Cache: YES ¥
Main Cache Path: \\lu.1.4‘165\Sandra\MediI
Main Cache Share: \410.1.4.165\Sandra\Medi
Main Unit ID: CACHE
No Directories:
Password :
Protocol:
Proxy Cache:

|Prnxy Cache Path: \\10.1.4.165\5andra\Prox
Proxy Cache Share: 1110.1.4.165\Sandra\Prox
Proxy Unit ID: CACHE

Attachments Path:

Temporary upload folder:

\\10.1.4.165\Sandra\Atta)
C:\Tempattachment

Remote Addresses:

Transfer timeout:

CACHE:2001
7200

5. Click OK to save the configuration if changes have been made.
6. Stop and restart the Tomcat service on the Kumulate server host.

Configure...

Start service

Configure...

| Stop service .

Thread Dump by
Exit
About

Kumulate Administration Guide

Start service
Stop service
Thread Dump
Exit
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Add A Tape Library

When creating a new Managed Storage Repository, Kumulate will automatically detect
the libraries connected to it. Before creating a new Managed Storage Repository, make
sure that the model of any library connected to Kumulate is known.

Use the following procedure to create a new Managed Storage Repository:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte ASSET v Q Enter searchtem

STATUS B ADMINISTRATION ELASTICSEARCH CLUSTERS ADOBE SETTINGS

2. Select Locations > Archive.

() Media Management~ B Locations~ @ Content~

Storage

Archive

3. Click Add New Location to open the Create Managed Storage Repository page.
Kumulate will detect the devices connected to it and list them under Device
Information.

Create Archive Location

D

The SCSI_CHANGER data library type is selected by default. When SCSI_CHANGER is
selected, Kumulate will automatically detect all the devices connected through the
SCSI connection.

Selecting the NETWORK data library type will automatically discover all the Storag-
eTek libraries connected to Kumulate through LibAttach. See Registering LibAttach
for StorageTek/Oracle Network Libraries for more details on using the NETWORK
library type.

-
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4, Select the device to use with the location, provide the location with a name, then
click OK to create the location.

Create Archive Location

The location will open in the Manage Managed Storage Repository page. Before
the location can be used, it must be validated to discover all the tapes in the library.

5. Click Validate in the Manage Managed Storage Repository menu.

Manage Archive Location

[ ou ) (oomcss. [ ssomne vmits. ff owipons [ wmemr Jlgoniownr) ______________________________________________________ [wa

Arch hvn |otation Information

Statistical Information

fovs Lt st e [ et = Dt Libsrary
()

Lo lommas Loowamn s o lomens) ______________________________________________ [wa

A dialog box will appear asking which validate action to use. Click Validate Full to

discover all the tapes in the library.
Validation Confirmation

Please select an action

((vauioare. ) (Lvarioate e ) (Leancer )

6. Click Storage Units in the Manage Managed Storage Repository to get a list of all
the tapes in the library.

Manage Archive Location

Archive Location ID:

[SPECTRA_QA

Archive Location Description:
SPECTRA_QA |

The tapes will be in the unformatted state when the library is first validated. Rendi-
tions cannot be copied to the library until at least one of its tapes is formatted.

7~
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Note: Do not format tapes that will be added manually to a media group. See Media
Groups for details.

Storage Unit Search Results

1-4 7| (4 1tems Returmed) Select All

D ""' : System Frag.level  Status Comment
| oooost os B UNFRNTED 06
| 011838L7 oo? ] UNFRMTED mo?
| ous wor 0 UNFRMTED Uo7
| ameTo WA 0 ONLINE CLEANING TARE
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Registering LibAttach for StorageTek/Oracle
Network Libraries

A StorageTek library connected to Kumulate via LibAttach must be configured as a
NETWORK library type.

When the NETWORK library type is used, Kumulate will send commands to the ACSLS
using the LibAttach API.

To use the NETWORK library type, the LibAttach APl needs to be registered before
Tomcat starts. An error will be generated if LibAttach is not registered as shown in the
following figure:

Create Archive Location

The get servers command has failed C++ Statics::acs_get sen.

ers(}Clasz not registerad

Location Description:

Location Type:
Data Library v

Data Library Type
NETWORK v

Server Address:
v

Before registering the LibAttach API, ensure that LibAttach for 64bit architectures is
installed on the Kumulate host. Use the following procedure to register the LibAttach
API:

1. Shutdown Tomcat if it is running.
2. Open a command prompt and change directory to C:\Masstech\bin\dI\x64\.
3. Execute the ComStoragetek.exe command as follows:

ComStoragetek.exe /regserver

4, Restart Tomcat after the APl is registered; the NETWORK library type can now be
used.

) ~
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Configuring the Managed Storage Repository

Use the following procedure to configure the Managed Storage Repository:
1. Click Configure in the Manage Managed Storage Repository page.

Manage Archive Location

[ ox) (comvses. ) (sromsseunirs.) (vauonre. ) (o]

Archive Location Information

Archive Location TD:

SPECTRA_QA

2. Set all parameters that need changing from the defaults.

Caution: Take special care when setting parameters related to defragmenting.

Archive Location Configuration

Archive Location Configuration

Archive Location ID: Archive Location Type: Data Library Type:
SPECTRA_QA Data Library SCSI_CHANGER
LibraryUsage: NONE v

Medium Changer: SPECTRA_T120

ScsiTransferLength: 65536 v

|Auto Clean Enable : FALSE ¥

Automatic Defragmentation includes .
donl YES
readonly tapes:

Automatic Defragmentation : EnabledOnSameTape v
IChacksum Type: MD3 v

Checksum Verification: No Verification ¥

IDevice Operation Timeout(sec): 7200

Drive Unload Time Out: 120000

Fragmentation Level: 20

Grouping Category: Media v

Crouping Pattern:

MediaWarning Notification: FALSE

[Num Of Format Drives: 1

loverride Remaining Capacity: FALSE ¥
[Number of Drives for Read: 100
ReadOnly Threshold : 500000000
[Tape Recovery Threshold: 3

[Transfer timeout(sec): 7200

7~
Kumulate Administration Guide telestream



Managed Storage Repositories
Configuring the Managed Storage Repository

Parameter

Description

LibraryUsage

The name of the library being used by the
Managed Storage Repository.

Medium Changer

The name of the medium changer being
used by the Managed Storage Repository.

ScsiTransferLength

The maximum length for transfers across
the SCSl interface.

ACSLS Commands Timeout (in seconds)

The time in seconds to wait for an ACSLS to
respond when connected to a StorageTek/
Oracle library.

Note: Only visible when configuring
StorageTek/Oracle libraries.

Auto Clean Enable

This enables or disables automatic
cleaning of the Managed Storage
Repository. When set to TRUE it is enabled;
setting it to FALSE disables this function.

Automatic Defragmentation includes
readonly tapes

When set to NO, read only tapes will not be
defragmented automatically.

Checksum Type

Generate a checksum using the specified
algorithm.

This is set to MD5 by default.

Checksum Validation

When a Rendition is copied to the location,
its checksum is calculated using the
algorithm specified by Checksum Type.
The Rendition's checksum is added if it
does not exist in the database. The transfer
will fail and an error will be generated if the
Rendition's checksum does exist in the
database, but the two checksums do not
match.

An additional check is made after the
Rendition has been fully copied to the
location if After Write is selected. The
transfer will fail if the checksum of the
Rendition after copy does not match the
checksum in the database.

This is set to No Verification by default.

Kumulate Administration Guide
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Parameter

Description

Automatic Defragmentation

When enabled, tapes in the library will be
defragmented automatically when the
library's fragmentation level is reached.

Two options are available for
defragmenting tapes:

EnabledOnSameTape copies the
undeleted contents of a tape to the cache,
defragments the tape, then recopies the
contents back to the same tape.

EnabledUsingGroupPattern copies the
undeleted contents back to any tape in the
media group specified in Grouping
Pattern.

Device Unload Timeout(sec)

Fragmentation Level

When enabled, this is the percentage by
which the ratio of deleted content to
written content needs to be exceeded to
trigger automatic defragmentation.

Grouping Category

The media group category to use when
defragmented content is recopied to tape.

Used with the Automatic Defragmentation
EnabledUsingGroupPattern option.

Grouping Pattern

The media group to use when
defragmented content is recopied to tape.

Used with the Automatic Defragmentation
EnabledUsingGroupPattern option.

MediaWarningNotification

Num Of Format Drives

Override Remaining Capacity

Number of Drives for Read

ReadOnly Threshold

The tape will be marked as read after the
amount of empty space drops to this level
or below.

Server Address

The IP address of the library server.

Tape Recovery Threshold

Transfer Timeout
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Formatting Tapes

Tapes must be formatted before they can be written to. Tapes belonging to a particular
Managed Storage Repository are accessed by clicking the Pencil icon next to the
Managed Storage Repository, then click the Storage Units button as shown in the
following figure:

Manage Archive Location

Archive Location Informaton

Archive Location ID:

'SPECTRA_QA

Archive Location Description:

SPECTRA_QA

Tapes can also be accessed by performing a search through the Archive Search. Select
all or some of the tapes to format, then click the Format Media button as shown in the
following figure.

1-10%| (10 ltems Ruturred

@@ UNFRMTED

e (706 ] UNFRMTED  LTOE QUALSTAR
e oo 8 UMD K06 GuaLsTaR
LAE] 706 1S 8 UNFRMTED  ITOE  DEFAULT_GROUP  SPECTRA_GA
age ror ° UNFRMTED  gToT DEFAILT_GROUP  SPECTRA_OA
e oor [ SPFLINE or SAECTRA_GA
e ra? 17Fs [ oamE o7 DEFAUIT_GROUP  QUALSTAR
L] o7 8 OFRLINE 07 DEFALAT_GROUP  QUALSTAR
A= ror 8 UNFRMTED  LTOT QUALSTAR
e b L] o o FRCTRA_QA

The Media Format page will open. Select the tapes that need LTFS formatting before
clicking Format Media.

Note: If the tape is not an LTFS tape, Kumulate will not use LTFS formatting, even if
LTFS Format is selected.

Media Format

[ISelect All

Storage Unitld LTFS Format Action -
000005L [ To format
011838L7 [ To format

Confirm to format media.

FORMAT, MEDIA

7~
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The Formatting Status page will open.

Format

Q1103807 [\ Ta formae
0p0003L e Faching

The tape statuses will go from To format, which indicates that the tape is queued for
formatting, to Fetching, which indicates that the tape is being moved to a drive, and
finally, to Formatting. Tape status can also be viewed from the Media Status page.

& Media Management~ B | ocations -

Search Storage Units
Media Status
Media Grouping @

From the Media Status page, select the operation to monitor. To monitor tape
formatting, select Format from the pull down menu.

Media Status

Media Status Display
i —
| Eject *
Eject

Defragmental
Backend Grouping
Import

Export -
A list of tapes that are in the process of being formatted and their statuses will be
displayed.
Media Status

Media Status Dis|

play
Format v

Format

ot o Comment Status Action
01183517 a7 Ta fermm
000005, o Unlsading

The status of the tapes changes to FRMTTED after the formatting is complete. Tapes will
not change to ONLINE until a Rendition has been copied to them.

Storage Unit Search Results

1-4 7| (4 Items Returned)

- Select All
ctinn Select o Tape System Frag.lewel  Status Comment
e ] 000005L Tos 0 UNFRMTED 706
e ] 01183807 o7 0 UNFRMTED 1To7
e | 01193517 iro? 0 UNFRMTED o7
e ] aneTwo WA 0 ONINE CAEANING TAPE
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Defragmenting Tapes

When a Rendition is deleted from a tape in Kumulate, the record of the Rendition is
deleted from the database. However, the content is not deleted from the tape itself; a
physical copy is left on the tape.

A tape can be defragmented to make room on the tape and to consolidate all the
content that is still in Kumulate.

When a tape is defragmented, all the content that remains in Kumulate is copied to the
cache, and the EOD (End Of Data) mark is reset to the beginning of the tape. The
content is then recopied to the original tape, or to any tape in a specified media group.

Defragmenting can be triggered automatically for all tapes on a tape library Managed
Storage Repository by setting Automatic Defragmentation to either
EnabledOnSameTape or EnabledUsingGroupPattern. Defragmenting will then occur
whenever the ratio of deleted content to written content exceeds the percentage
specified by the Fragmentation Level parameter.

Automatic defragmenting can be disabled for read only tapes using the Automatic
Defragmentation includes readonly tapes parameter. This prevents content that has
been deleted in Kumulate from being overwritten on the tape.
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Adding Group Access to a Location

Storage and Managed Storage Repositories are not automatically visible to users. A
location must be added to a user's Group ACL (Access Control List) for the user to have
access toit.

Use the following procedure to add group access to a location:

1. Click System > Administration in the menu bar of the Kumulate web interface.

= kumulite =

STATUS & ADMINISTRATION ELASTICSEARCH CLUSTERS

2. From the menu bar select Security, then Group Information to open the Group
Information page.

tProcessing A Security» & DRAC Control~

User Information
Group Information

Session Control

3. The default view in the User Group Information page does not allow the user to
create or edit groups. Selecting Future from the See rights pull down menu enables
editing.

User Group Information

See rights

Montana User Group Full Control Full Control Full Control
News Group Read Full Control Full Control
Regular User Read Read Read

5. An existing ACL can be modified to include a new Unmanaged Storage Repository,
or a new ACL can be created for the Unmanaged Storage Repository. Click the icon
to the left of a resource filter under Unmanaged Storage Repository ACL to modify
an existing ACL.

~
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Note: Adding a location to an existing ACL resource filter modifies all ACLs and
groups that use that filter.
Storage Location ACL
6. Select locations from the Available Unmanaged Storage Repositories list, then use
the right arrow to add them to the Selected Unmanaged Storage Repositories list.
GENERICUNC1
B
(<
7. Click Add to add the location to the filter. The location will be added to the
Matching Rule Set list.
Matching Rule Set:
Metadata Matching Rule Set  Lower Value
MASSSTORE N/A
GENERICUNC1 N/A
GENERICUNC2 N/A
8. Click OK to save the changes and return to the User Group Information page.
9. An attention symbol will remain next to the group until all the changes are applied
or canceled.
User Group Information
]
See rights | Future v
Existing User Group
= ) —
Montana User Group Full Control Full Control Full Control
{}, |Regular User Read Read Read
Storage Location Admin | Full Control Full Control No Access
Transcode User No Access Full Control Full Control
10. Click Apply Changes. A confirmation dialog will open; click OK to continue.
Apply ACL changes
Changes in ACL will be applied
/_\
Celestream



Managed Storage Repositories | 182
Adding Group Access to a Location

11. The new Unmanaged Storage Repository will appear in the Kumulate web
interface.

= kumulate

I OCATIONS HOMF

STORAGE LOCATIONS (2)

ARCHIVE LOCATIONS (0)

) ~
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Import LTFS Tapes

Kumulate can import tapes written in LTFS format by other systems. When importing
projects from LTFS tapes, the system now supports the ability to choose the parent
folder for the Virtual Objects to be imported. The LTFS structures are saved in the
database (for future use) after they have been read. Users can initiate an operation to
read the LTFS structure (index and label) for selected tapes, and then download file(s)
displaying the structure.

When a tape is sent for import, if the structures are present, the import will be
executed, regardless of whether the drives are available for import. A successful import
will not remove the LTFS data; allowing the user to run subsequent imports with
different parameters.

If one tape is selected, the download operation will produce a file containing an
explanation of the LTFS structure related to the import operation. If more than one tape
is selected the download will create a zip archive containing an explanation of the LTFS
structure for the selected tapes.

Users can view the status of the operations on the Media Status page.They can then set
the folder depth for the tape (as in previous releases) based on the tape's structure.

To access this function navigate to System > Administration > Locations > Archive and
select Storage Units. From this page, you will be able to select the tapes to import and
then click the Import Media button.

Storage Unit Search Results

1-13 % (13 iterns Raturned

I ;'Ab_-\élﬁj
—cmie
ge
e
ge
ge
ge
&e
ge
e
'?J" ‘2‘ Lma? UNERMTED
L] LTo? LFRMTED
e o00dIILT Lmo? UNERMTED
& DOGOIT iro? UNFRMTED
@ [ (mo? UKFRMTED

LTO6 UNERMTED
LTO6 UNFRMTED
LT06 UNFRMTED
LTO6 LSFRMTED
o7 UNFRMTED
rar UNERMTED
Lro7 UNFRMTED

b T T T

IMPORT MEDIA

1-13 7| (13 Items Returned
After clicking the Import button, you will be presented with a new page where you can

configure the LTFS content import criteria. This is presented in the following section
regarding the import of LTFS tapes.

-
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You can also access the LTFS content import by navigating to System > Administration
> Locations > Archive, then selecting the library and clicking Import.

Manage Archive Location

nlmlmglm ) (o) (fconrisue )

Archive Location Informati
Archive U 10
VIRT_LIB
Archive Location Descripti
VIRT_UIB
Archive Lo s
ONLINE

vy - mmm - dd

Last Updated:

2019 - APR 02
yyvy - mmm dd

(L ox ] (coevices ) sromase unirs. ) (wassowre. ) Lamrons. ) (.conicure

Individual parameters can be set for each tape selected after the selection of tapes to
import is determined.

Media Import

an [ GENERIE k.
Create one asset from each file in Instance forrmat for files with no Mateh existing

(Storags Unit 1 Traat multipls MXF files as AVIDIMXF falders with many fiies extension asaly
joacao1Ls M v GERERIE * -
J000002LE MRF v CENERIE ¥ ’
[B0000GLE MF GENERIC *

[OO0004LE Lo SERERIC ¥ “
JO0O0005LT M v GENERIC ¥ -
joocaceLT MXF + GEWERIE * -
jo0000TLT MXF T GENERIC ¥

oa0a0aL? Mok v GENERIC T e
joO0ai0LT M CENERIC ¥ “
[D000TILT MaF ® GENERIE

j00002L M GENERIC ¥ -

sy s, o adtiong AVED math weva pppey WA, M et eerspppes WP P ATOM o FROIECT

Parameter Description

Treat multiple MXF files | Applies to folders with multiple files with mxf extensions
as AVID/ MXF and instructs the system to identify these files as either
AVID or as MXF Renditions.

7~
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Parameter Description

Create one Virtual Object | Combined with the option above, will generate either one
from each file in folders | AVID/MXF Rendition with capture format MXF_OP_ATOM
with many files (if unchecked) or many AVID/ MXF Renditions with
capture format MXF_OP_ATOM/ MXF (if checked).

Rendition format for files | For files that have no extension this instructs the system

with no extension to consider them as GENERIC/ K2 or LEITCH.
Match existing Virtual Attempts to match the newly imported Renditions to
Objects existing Virtual Objects based on the original name or, if

not filled, on the alias. If no match is found, a new Virtual
Object will be created.

The system will attempt to determine what kind of content is on each tape during the
import process and set the Rendition format and wrapper appropriately.

Deleting LTFS Data

Users can manually delete the LTFS data for the selected tapes. The data is removed
automatically when the tape goes into a formatted state. This means that even if the
tape had content on it, the user knowingly chose to format the tape. In this case, the
LTFS index is no longer valid for the tape content.

Use the appropriate button as shown to perform the desired operation.

0 Media Manag - A - - o R § - S DRACContol- M

i

Storage Unit Search Results

amm

TT5%) e e oo W [ e e T T T T

~
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Archive Search

A dedicated archive search is available. Use the following procedure to perform an
archive search:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite &

STATUS G ADMINISTRATION ELASTICSE

2. Select Media Management > Search Storage Units.
£ Media Management~ B | ocations~

Search Storage Units
Media Status

Media Grouping

Note: The terms storage units, media, and tapes are sometimes used
interchangeably.

3. The search returns tapes that match the search criteria. Clicking Search without any
criteria returns all the tapes in the system.
Advanced Search

Storage Unit 1D Status | N/A e

Storage Unit Location ® Group 10 ®
Media Type  N/A v e Barcode

Storage Length e Comment

Results Per Page S0

]
]

~
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Recovering Content from Tapes

When Kumulate's database is compromised and cannot be recovered, content written
to tapes is lost. However, the files are still there and by “scanning” the tapes for them,
whole asset instances can be recuperated and inserted into the database, making the
content available again.

User Actions for Recovering Tapes

A Recover button is now available in the Tapes view of an Archive Location’s page when
tapes eligible for content recovery are selected:

REFRESH A

UNFORMATTED UNFORMATTED UNFORMATTED

There is also a Recover button on an individual tape’s page; the button is only available
for eligible tapes.

VTL LIBRARY > COB1OLY | FoRMAT
CO0BIBLY
VTL LIBRARY |;|NF[IRH.I'.TTEC|

LT07

0.008 &
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Uninitialized tapes in UNFORMATTED or OLD_CONTENT states are the main target for
the recovery operation. However, used tapes in READONLY or ONLINE states can also be
recovered; in the latter case, the recovery operation equates to an undelete of deleted
instances.

Only so much content can be restored as it's available on tapes: no metadata for files,
instances and assets can be recovered (except for LTFS tapes, see the following), as
these are not present on non-LTFS tapes written by Kumulate. However, because asset
IDs are stored on tape, recovered instances are associated with assets existing in the
database; if there are none, new assets will be created. The asset’s Source metadatum is
also initialized with the Recovered from TapelD value, where TapelD is the id of the
recovered tape.

The recovery process detects whether the tape under recovery has been formatted for
LTFS and employs different mechanisms for recovering content from LTFS tapes. LTFS
tapes written by Kumulate contain instance and asset metadata, so a full recovery of
the content on LTFS tapes is possible. Recovering content from LTFS tapes is a much
shorter process because only the LTFS index must be read (as opposed to all content in
the non-LTFS case).

Clicking the Recover button displays the Recover Tape Content dialog box:

RECOVER TAPE CONTENT

The following parameters are configurable from this page and dictate the recovery
process:

m Priority

Scanning a tape for content requires allocating a DataMover and a drive that is con-
figured as an endpoint in that DataMover; just like for any transfer from/to tape job.
This means the recover job competes for available drives with all other tape jobs in
the system, so setting the job’s priority allows for the prioritization of recover jobs
relative to the other scheduled tape jobs.

A recover job might take a significant amount of time to complete (if the tape con-
tains a lot of files), during which the drive is unavailable for other tape jobs. There-
fore, giving recover jobs a high priority might significantly slow down content

~
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archive and restore operations. This can be partially mitigated by configuring
appropriate schedules for the drive’s operations. As seen in the following figure,
content recovery is on the same schedule as the Import operations:

VTL LIBRARY > IBM ULTRIUM-HH? 100

IBM ULTRIUM-HH7 10000032 ONLINE

WTL LIBRARY ULTRIUM-HH7/LTO7 10000032

LOAD COUNT: 5

DATA READ: 2.57 GB

DATA WRITTEN: 3.91 GB

TOTAL READ TIME: 2 MINUTES, 35.374 SECONDS
TOTAL WRITE TIME: 5 MINUTES, 22.112 5ECONDS

m MXFs as Avid

An instance containing only MXF files can be coerced into an Avid instance format
using this flag (even though a regular Avid instance would also have an AAF file).
When this is not set, these instances are regarded as having regular MXF instance
format.

m Prefer Project to Generic

The recovery process tries to determine on a best-effort basis the instance format
from the recovered file’s extensions; when no specific format can be determined, it
defaults to the unspecific and limited Generic format. With this setting, these
instances can be configured to have Project format instead.

m No Extension Format

Instances with files having no extension cannot be assigned a specific format and
will default to Generic. With this setting, a more specific instance format like LXF
(for Leitch media) and GXF (for K2 media) can be assigned to these instances when
the tapes are known to contain such formats.

m Force Full Scan

For ONLINE and READONLY tapes, this setting allows undeleting all the instances
written on the tape. This makes little sense for tapes in UNFORMATTED and OLD_-
CONTENT tapes because they are always scanned from the beginning, and no
sense for RECOVERING and PARTIALLY_RECOVERED tapes. RECOVERING tapes are
either in the process of already being recovered, or their recovery jobs have been
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cut short (typically by a system restart), and PARTIALLY_RECOVERED tapes have
been canceled; so only resuming from where the previous jobs left is possible for
these states.

Recover Tape Content Jobs

Clicking the Recover button in the Recover Tape Content dialog box launches a Recover
Tape Content job for each of the selected tapes. When there is more than one tape, the
launched jobs are grouped into one compound job that contains all the individual
recovery jobs for easier tracking of the overall progress.

= JOBS HISTORY

OPERATION ENGINE SOURCE DESTINATION USER ADDED STARTED AT PRIDRITY

A new state named RECOVERING has been added to the tapes’state set. It is the state
tapes are in during the process of being recovered and during the entire scanning
process.

Recover Tape Content jobs on non-LTFS tapes may take a lot of time as all written
content on tape is read until End of Data. Therefore, it might make sense to pause these
long-running jobs; unfortunately, this cannot be done in Kumulate.

However, as a work-around, a Recover Tape Content job can be canceled, and a new
one can be scheduled later to resume the recovery process from where the job was
canceled. When a job is canceled, the tape changes states from RECOVERING to
PARTIALLY_RECOVERED; so tapes for which the recovery process has not been carried
out completely can be easily identified as those having PARTIALLY_RECOVERED status.

When content recovery is successful, the status of the tape switches from RECOVERING
to ONLINE if any content has been restored; except for the READONLY tapes, which
become READONLY again. If there is no content the tape reverts to the initial status
before the recovery. For example, an UNFORMATTED tape with no content ends up
UNFORMATTED again after a successful recovery is complete.

) ~
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Media Groups

Media groups are groups of tapes within the same Managed Storage Repository where
Renditions with specific metadata values are stored. Tapes can be assigned to groups
manually or automatically.

When tapes are assigned to a group automatically, the Managed Storage Repository
must have a pool of formatted tapes where Renditions can be copied. When a
Rendition is copied to the location it will be copied to a tape from the location's pool of
formatted tapes. That tape will be assigned to the appropriate media group based on
the Rendition's metadata values.

When tapes are added to the media group manually, unformatted tapes are added to
the group when it is configured.

By default, Kumulate adds unassigned tapes to the default group (DEFAULT_GROUP)
when a Rendition is copied to it.

Renditions that are stored on tapes belonging to the wrong group can be moved to
tapes belonging to the appropriate group using back end grouping.

m Default Media Group
m Creating a Media Group
m Back End Grouping
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Default Media Group

After a tape has been assigned to DEFAULT_GROUP it can no longer be assigned to any
other group in the Kumulate system. If there are no groups configured in the Kumulate
system, all the tapes with Renditions will belong to DEFAULT_GROUP.

If tapes belonging to a particular Managed Storage Repository have been grouped, but
the Rendition being copied to the location does not have metadata that matches any
of the groups, Kumulate will copy the Rendition to an unassigned formatted tape and
assign it to DEFAULT_GROUP.

UNFRMTED STK 5L130

) : - |::|-u A

1]
Ravraable
L= BOBOOSOL NI o ONLINE DL-600GE DEFAULT_GROUP  SONY_ODA
eartridge
3 1001 W MFRMT Write-cnce "
e BOC01001 A 0 UHFRMTED o SONY_CDA
M 1101 ANFRMT Rarizasle .
L’J 0 BOO02101 NA o UNFRMTED SL300GE SONY_ODA
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Creating a Media Group

Media groups are groups of tapes that will be used to store Renditions with certain
metadata values. Determining which Renditions to store on specific groups of tapes is
accomplished using Rendition and Virtual Object resource filters. Add any new
metadata needed before creating the grouping.

Use the following procedure to create a media group:
1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte toaes

STATUS €y ADMINISTRATION ELASTICSEARCH CLUSTERS ADOBE SETTINGS

2. Select Media Management > Media Grouping.
& Media Management~ B | ocations~

Search Storage Units
Media Status

Media Grouping

3. On the Media Grouping page, enter the information needed to create the tape
group, and select which Renditions are stored on these tapes.

Media Grouping

ADD | VIEW INSTANCES |
Group Information

Group Name

Copy_0One

< Required
Group Description

First of two instances
Instance Filter

Copy_0One ¥ | <« Required | MODIFY |
Asset Filter

Alltssets ¥ | < Required | MODIFY |
Media Library Identifier:

S_TEK_MNET T

[ ADD ] [ VIEW, INSTANCES ]

~
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Parameter Description

Group Name The unique name of the group.

Group Description An optional description of the group.

Rendition Filter The Rendition resource filter to use to select Renditions to

store on the tapes in this group.

If a new resource filter is needed, select new and create a
new resource filter.

Virtual Object Filter The Virtual Object resource filter to use to select Renditions
to store on the tapes in this group.

If a new resource filter is needed, select new and create a
new resource filter.

Media Library Identifier | The Managed Storage Repository from which to select the
tapes for this group.

4, Click Add to create the group. It will appear at the bottom of the Media Groupings
page. Click the Pencil icon to open the group in the Modify Group page.

| ustofGrowps |
Select All -I:Zzl:

%o COPY_ONE AlAssets Cepy_One S_TEK_NET
fodify Group Select All

Modi

5. Select whether to add the tapes manually to the group, or to allow Kumulate to
assign tapes to the group automatically.

Modify Group

Group Information

Group Name
COPY_ONE

< Required
Group Descri ption

First of two instances
Instance Filter

Copy_One ¥ | < Required
Asset Filter

Allassets ¥ | < Required
Media Library Identifier:

S_TEK_NET v

Media Assignment Mode:

6. If tapes will be added manually click ADD under Media Assignment at the bottom
of the page to assign tapes to the group.

MAMUAL b

Media Assignment

~
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7. Select the tapes to add to the group on the Group Media Assignment page and

click OK.

Note: All unformatted tapes in the system will be shown on the Group Media
Assignment page. Be mindful to select only the tapes that belong to the
Managed Storage Repository assigned to the group.

Group Media Assignment

Media Available

‘I|

00002213
BO001001
B0001101
B0001201
B0001301
ISR232
ISR233
ISR234
1sR233
ISR505LS
ISR307
ISR912
ISR9135
IsRa1e
ISRS17
1SR918
ISR919

Storage Location ID

STK SL1S0
SONY_ODA
SONY_ODA
SONY_ODA
SONY_ODA
S_TEK_MET
S_TEK_NET
S_TEK_MET
S_TEK_MET
STK 5L150
S_TEK_MET
S_TEK_MNET
S_TEK_MET
S_TEK_NET
S_TEK_NET
S_TEK_MET
S_TEK_MNET

Storage Location ID
S_TEK_NET

Selact Al

e W ] UNFRMTED STH 51150
BErtE e
Bo900901 Ha [] CHLINE CL-600GE DEFAULT_GROUP  SOMY_00W
CHTrdge
101 " Wrtasete -
[ WA [ UNPRNTED e SOHT_00A
- P [
[T Ha [] unmNTED  EEEERS SONY_004
2 o Paeriiam "
Bee1201 W ] UNPMTED it SoHY_ooa
83001301 Wa 8 UNPMTED et SOMF_004
Cullaning
ananl W ] enLanE e 5_TER_NET
Ti00000
CLEAHTNG
Nt Wik [ oNLINE 5_TEK_NET
Tiob000,
i I o 87 e
F0723 o3 [ CHLINE ek DEFMIT_GROUP 5 TEK MET
IsRa3ad iros ] CHLlhl DifaT_dROUP. STH SIS0
= e = re-zsr g
=R H res -] FRMTTED canridos & T _nilT
5 o= -
158232 i [ uweTED O 5_TEK_NET
3 LTG-Z57
156233 W [ UNFRMTED et 5 _TEK_NET
4, 7 mezir
A2 T L] UNFAMTED cartridon $_TiEk_WiT
= g o337 o
13R233 Hid @ unFNTED SR 5_TEW_HET
1“&[, KA "] ﬁl’lNTEU STK 51
2 e e e =
TsA307 Wi ] UNFRETED catrdge OOY_ONE 5_TEX_NET
TIOONTE o
13R912 nn [ UNFRMTED  TRPRERTY coev_one 5_TEK_NET
™77 - TIOoT S - r
1912 WA ] RTED 5 _TEK_HET
. 1hST2
158916 W, ] UNFRMTED ity 5 TEK_NET
158917 W ® unPRNTED  TIOOCET2 S _TEK_MET
i T1000572 =
12R18 Wik [ UNFRMTED Ll S_TEK_NET
g T10000T2 NET
158813 Wa [ unmwten D003 5_TEK_NET
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10. If tapes are added automatically, Kumulate will assign a formatted tape to the
group when a Rendition with matching metadata is copied to the group's Managed
Storage Repository. After a Rendition has been copied to the location, the tape
where the Rendition was copied will appear in the group's Media Assignment list.

Storage Location 1D
§_TEK_NET

select All

m@a@aa@emaeﬁmaaaaamm &
Lol olod sl =l o s =T o

Lololaleol Lefelalotol

oIy WA nmmTEC

L T Y oHLINE P anla o DERAUT_oRO
rdge

sonoor N UNPRTES Wi et

L b el UNFRMTED Fasrtap e B-DI0M

82001201 WA UNPINTED  Rewrnsble DEAOS0E

sot1N0L WA UNSTES  Rertabie DLAOL0B

[Soth) L BHUNE CAERNING TREE T{R0030,

-1 WA QHLIE CLERHING TARS TI000ML

paanas [ L L0197 tartecin DErAULT_ninsis

HEa 703 BLINE DERALLT_GROS

258201 [ oHLE (T0-1.57 carprcigs oY, N

a2 wa UNMMTED  (70-1.37 wtreipe

H20 W UNERMTED  (70-1.9T cevdia

Raas na UNPIMTED  (T0-L3T cartrcige

a3 wa UNRMTES  (T0-19T et

Bt L) UNFRMTED

P A pT

f na [ g i)

o] A UNFRMTED

e e wHmaTIG

ode n unERTES

ot ] e WiFRMTER

F na uHmRTIC
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Back End Grouping

Back end grouping is used to reorganize Renditions onto tapes in a particular group.

Note: A formatted, unused tape (FRMTTD) must be available in the tape group for a
Rendition to be added to the tape group. This means that Renditions can only
be regrouped into groups with automatically-added tapes.

And Rendition's Storage Unit ID shows the tape it is stored on.

rock la mures

| Wrapper: QT * Video Bitrate: 13.5 | Storage Unit Id: F50725

The Storage Unit ID can be used to check the group the Rendition is associated with.

For example, a search for the Rendition (shown in the previous figure) Storage Unit ID
(F50725), shows that the tape belongs to DEFAULT_GROUP.

ONLINE CLEANING TAPE

LA TAG0000 S IR AET
HE | Fsor2s 1703 [ GHLINE 170-137 cartridge DEFAULT_GROUD S _TEK_NET |
(L7 15ROIELS o3 o ONLINE DEFAULT_GROUP  STK 5150
G’l @ iR o8 e ONLINE LT0-2.37 cartridge COPv_ONE §_TEK_NET
e 1sR2a2 T3 0 FRMTTED LT0-2.5T earridge FOUGH_DRAFT S_TEK_NET
e 158233 oy ] FRMTTED 702,37 cartridge BOUGH_DRAFT  S_TEK_NET
e 15234 NA e UNFRMTED  LTO-2.5T carrdge 5_TEK_NET

If the Rendition is meant to be stored on a tape in the ROUGH_DRAFT group, the
Rendition can be moved to an available formatted tape in that group.

e 10T Hik 0 ONLINE i S_TEK_NET
@) @ Eso72e 708 [ GHLINE (70157 cartridge DEFAULT_GROUP  &_TEN_NET
e ISRO34LS  LTOS (] ONLINE DEFAULT_GROUP  STKSL154
e 18231 1703 o GHLINE 176297 carvrdge coev_ghie 5 TEK_NET
e 15R232 (708 ] FRMTTED LT0-2.57 eantridge ROUGH_DRAFT 5_TEK_NET
% @ 1520 703 L] FRMTTED 702,37 carindge REUGH_DRAFT &_TEK_KET
e 137234 A [] UNFRMTED  (T0-2.5T carridge 3_TEK_NET

Use the following procedure to move the Rendition to the appropriate group:

1. Click the Show Renditions icon (looks like a magnifying glass) next to the tape the
Rendition is currently stored on.

" CLM414 NiA
@ B FS0725 LTS

7 TER034Ls LTOS
e 1SR231 LTS
e i 1SR232 LTOS
e 15R233 LTos
e 1SR234 /A
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2. On the Rendition Search Results page, select the Rendition to move, then click
Backend Group.

Instance Search Results

3. On the Backend Group page, select the Rendition to move again, then click
Backend Group again.
Back End Group

1-1 ¥ (1 tems Returned) Dselect al L
i Storage Unit ID Media Type Format  Location Status
.7} [/) v rock Is mures 13.5 FS0725 MEDIA MXF S_TEK_NET ACTIVE
1-1 ¥ (1 1tems Returned) @select Al ((rerresn ) (LoeLere ) eackeno crour. )

4, On the Backend Group screen, select Specify Tape ID from the pull down menu;

then select the tape group the Rendition should be on.
Back End Group

Instances for Back End Grouping

Program Storage Storage Unit
Instance Unit Status
rock lamures F50725 ONLINE

Preserve original instances
Eject after BEG

Export after BEG

Media allocation Specify TAPE 1D A GroupENETGED Tape D)
COPY_ONE
Confiem to perform back end grouping. RouGH DRAFT |

5. Select Preserve original Renditions to keep the Rendition on the source tape. Select
Eject after BEG to eject the source tape after the Rendition has been moved.

6. Select the tape in the group to move the Rendition to, then click Backend Group.
Back End Group

Instances for Back End Grouping

Program Storage Storage Unit
Instance Unit Status
rock lamures F50725 ONLINE

Preserve original instances

Eject after BEG

Export after BEG
ISR232 [

D st e o 0 rou EENEINCIRAD Tape 1ol

Confirm to perform back end grouping.

BACKEND GROUP.
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7. The Media Status page will open. The status will be Copy to Archive while the
Rendition is being copied.
Media Status

Media Status Display

Backend Grouping ¥

Status
(Status: Capy To Archive Mode: Specify Tee ID)

Program Instance

rock la mures

8. After the Rendition has been copied the status will change to BackEndGrouped

Source Storage Unit
F50725

Media Status

Media Status Display

Backend Grouping ¥

Status

(Status: BackEndGrouped Moda: Specfy Tzpe ID)

Source Storage Unit
F30725

Program Instance

rock |a mures

9. The Rendition's Storage Unit ID will now show the new tape ID.

rock la mures
Wrapper: QT * Video Bitrate: 13.5

Storage Unit Id: 1SR232
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Attachment Templates

Attachments are additional files associated with Virtual Objects. Captions,

formatsheets, marks, segments, and thumbnails are stored as attachments. Image files,
pdf documents, and Microsoft Office documents can also be uploaded as attachments
provided that attachment templates have been created for these types of attachments.

Attachment templates are used to upload attachments to the Virtual Object. They
contain information on the type of file to expect and what metadata is associated with
the attachment.

Attachment templates must be created for any type of attachment aside from the built-
in caption, formatsheet, mark, segment, and thumbnail attachments.

m Built-In Attachment Templates

m Creating an Attachment Template

m Add Attachment Template Access to Groups

m Delete an Attachment Template
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Built-In Attachment Templates

Kumulate includes built-in attachment templates for certain file types. These templates

cannot be modified.

Attachment Template

Usage

Thumbnail Thumbnail images associated with the media content. The
thumbnail attachment type is used internally by Kumulate.

Segment Video segments created by the user. The segment
attachment type is used internally by Kumulate.

Marker Video markers set by the user in the video previewer. The

marker attachment type is used internally by Kumulate.

Closed Captioning

Closed captioning file. The closedcaptioning attachment
type is used internally by Kumulate, but users can also use it
to upload additional captioning files to a Virtual Object.

Formatsheet

XML attachments that provide information on run orders.
The formatsheet attachment type is used internally by
Kumulate, but users can also use it to upload formatsheet
files to Virtual Objects.

Kumulate Administration Guide
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Creating an Attachment Template

Attachment templates must be created to upload files other than caption and
formatsheet files. Kumulate supports uploading any file type as an attachment. Using
the exact file type in an attachment template optimizes indexing of the file, and
improves attachment searches. Use the following procedure to create an attachment
template:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kunﬂ]ulite . . . ASSET “, Enter search term

STATUS & ADMINISTRATION ELASTICSEARCH CLUSTERS  FAYADOBE SETTINGS

2, Select Content, then Attachment Management.

L1 Processing ~

=
w

3. Click Add Attachment Type to create a new attachment type.

4, Provide an Attachment Template Name, Description, and Class for the attachment
type. The description is used as the attachment template's display name. It will
appear in a pull down menu in the Kumulate user web interface. If it is omitted, the
template name will be used instead.

Attachment Template name Description: Class:

pdf PDF Attachments pdf v

Select the file type for this attachment template.

Note: Using the exact file type in an attachment template optimizes indexing of the
file and improves attachment searches. Use the free and text classes only when
absolutely necessary.

Class | Description

free Any type of file. Use this class if the attachment will contain a type not
defined by any other class.

xml XML file

jpeg JPEG file
pdf PDF file

word Word document

) ~
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Class | Description

excel Excel document

binary | Binary file: Use this class only if the attachments will not be Word, PDF, or
Excel files.

text Text file: Use this class only if the attachments will not be xm files.

5. Click Add Metadata to add attachment attributes and provide a Metadata id and
the Metadata type. These attributes are filled in by the user when the attachment is
uploaded.

Note: The file metadata type is required to upload a file as an attachment.

Attributes
data id Metadata type
filename file v
smallint
int
bigint
float
boolean
smalltext
tion: Select path
text
clob
blob
enum
xml

file

timeclge

6. Click OK to add the attribute.

7. Click OK to save and exit after all the attributes have been added.
ADD METADATA |

Template metadata

filename file 0

dascription smalltext 300
8. Refresh the browser to ensure that the changes are reflected in the user interface.

Saving the template automatically creates a resource filter for the new attachment
template. The new resource filter is added with full privileges and controls to the
current user's group and to the Montana User Group.

The resource filter can be added to all other groups manually. See the Add Attachment
Template Access to Groups for more details.

7~
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Add Attachment Template Access to Groups

User groups do not automatically gain access to attachment templates created by a
user. Access control lists for the templates must be added to the groups to allow groups
of users to access the templates.

For more information on groups, see Groups and Users.

Use the following procedure to add attachment template access to a group:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulate i | s

STATUS  (t ADMINISTRATION = ELAS CH CLUSTERS  FAYADOBE SETTINGS

2. Select Security > Group Information.
tIProcessing» & Security» € DRAC Control

User Information
Group Information

Session Control

3. The default view in the User Group Information page does not allow the user to
create or edit groups. Enable editing by selecting Future from the See rights pull
down menu.

ra P A i

e l: il 4 bt e
Full Control | Full Control Full Control Full Control | Full Control Full Control

RegUser Full Control Full Control | Full Control Full Control Full Control | Full Control Full Control

4, Select a group to edit. Click Add New ACL on the Modify User Group page.

Modify User Group
O]

[ ox ) ( viewusers ]( aoomewact |

User Group Information

User Group Name:

Reqular User Required

~
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5. On the Add ACL page give the ACL a name, then select the resource filter

corresponding to the new attachment template. A new resource filter can be
created if necessary.

ACL Information

Enable ACL:

ACL Identifier:

BinaryAttachmentACL < Required
User Group:

Regular User

Resource Filter:

All Storage Locations v ({moorey ]

All Storage Locations ]

AllAssets

o AllInstances

AllMetadata
Attachments
JPEG and PNG

(— MoreMetadata

— ReadOnlyMetadata

[ RF_CLOSEDCAF’TIONIN& |

6. Set the access rights to the template. See Access Control Lists and Access Privileges
for more information.

Access Rights
Search View Add Modify Delete Copy Transcode
¢ o ¢ J

7. Click OK to save the changes and return to the Modify User Group page. An

attention symbol will remain next to the group until all the changes are applied or
canceled.

8. Click Apply Changes. A confirmation window will open; click OK to continue.
Apply ACL changes

Changes in ACL will be applied

The message Changes are scheduled to be applied will appear after the dialog box
closes.

oancewamy;| Changes are scheduled to be applied

9. Kumulate must be restarted for the changes to take effect. Stop and start the
Tomcat server to restart Kumulate.

Configure... Configure...
Start service Start service

’ Stop service l Stop service
Thread Dump by Thread Dump
Exit Exit
About About

10. After Kumulate has restarted, return to the Groups page to verify that the changes
were applied.
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Delete an Attachment Template

When an attachment template is deleted, its resource filter is not deleted. The resource
filter must be removed from any groups that use it, then it must be deleted.

Note: Only attachment templates that are not associated with any attachments can
be deleted.

Use the following procedure to delete an attachment template:

1. Open the Attachment Template Management page by clicking System in the left
menu, then selecting Content > Attachment Management from the top menu.

B | ocations+  WContent~ I Processing~

Attachment Management

Metadata Management I/\@

Any attachment template with the note Has Children is associated with one or
more attachments currently in the system; these templates cannot be deleted.
Templates can only be deleted when they are no longer associated with any attach-

ments.
Attachment Template
: .. smemn s e
(& segment
@i marker
ei closedcaptioning
00 other
< ipeg
00 o
00 ©
00 © -
00 -

2, Delete the attachment template by clicking on the X icon next to the template.

After the attachment is deleted, the resource filter associated with the template can
be removed from any groups that use it; then the resource filter itself can also be
deleted.

~
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Remove an Attachment Template Resource Filter From a
Group (Optional)
Use the following procedure to remove an attachment template resource filter from a
group; this is optional:
1. Select Security > Group Information from the top menu.
tProcessing~ & Security~  #* DRAC Control+~

User Information
Group Information

Session Control

2. Select Future from the pull down menu.

Applied ¥
Existin da G p

Future
1 J P

See right

.......

% | Full Control Full Control | Full Control | Full Control Full Control

@ RegUser Full Control Full Control | Full Control | Full Control Full Control | Full Control Full Control

3. Select the group to edit.

4. Under Attachment Template ACL, click the X icon to delete the ACL identifier
associated with the deleted template's resource filter.

Note: Resource filters created automatically by Kumulate will be named
RF_<TemplateName>. For example, the resource filter associated with the
binary attachment template will be named RF_binary.

Attachment Template ACL

other
PDF
JPEG RF_jpeg

L
G
G
Text @ RF_text
G
G
G

RF_other
RF_pdf

Binary RF_binary
Captions RF_CLOSEDCAPTIONING
RF_SEGMENT

RF_MARKER

0000000

segment

QOO
0

Marker

o

5. Click OK to save the changes and return to the Modify User Group page. An
attention symbol will remain next to the group until all the changes are applied or
canceled.

6. Click Apply Changes. A confirmation window will open; click OK to continue.

Apply ACL changes X

Changes in ACL will be applied

() (sesneesa)

The message Changes are scheduled to be applied will appear after the dialog box
closes.

omceeappy,| Changes are scheduled to be applied

7~
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7. Kumulate must be restarted for the changes to take effect. Stop and start the
Tomcat server to restart Kumulate.

208

Configure... Configure...
Start service Start service
Stop service . Stop service

Thread Dump by
Exit
About

Thread Dump
Exit
About

8. After Kumulate has restarted, return to the Groups page to verify that the changes
were applied.

Delete the Resource Filter (Optional)

Use the following procedure to delete the resource filter; this is optional:

1. Open the list of resource filters by selecting Content > Resource Filters from the top
menu.

B | ocations~  @Content~ £33 Processing ~

Attachment Management

Metadata Management

Resource Filters L\)

2. Select Future ACL from the Type pull down menu to bring up the list of ACL
resource filters.

Resource Filters

Non ACL Filters hd

Non ACL Filters
Current ACL Filters
Future ACL Filters S
Resource Filter List

3. Find the resource filter associated with the deleted template.

Note: Resource filters created automatically by Kumulate will be named
RF_<TemplateName>. For example, the resource filter associated with the
binary attachment template will be named RF_binary.

Resource Filter List

00 All Storage Locations
0 (%] Allassets

(/] x] Allnstances

0 o AllMetadata

(/7] %] ReadOnlyMetadata
6 Q RF_binary

(7] RF_CLOSEDCAPTIONING
(/1] RF_jpeg

(7] RF_MARKER

O o RF_other

(/1] RF_pdf

(/] RF_png

(7] RF_SEGMENT
(1%} RF_text

(/] (%] RF_word
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4. Click the X icon to delete the resource filter. Do not delete any resource filter still
used by a group.

Caution: Never delete RF_CLOSEDCAPTIONING, RF_MARKER, RF_SEGMENT, All
Unmanaged Storage Repositories, AllVirtual Objects, AllRenditions,
AllMetadata, or ReadOnlyMetadata.
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DataMovers

DataMovers are used to transfer media between locations.

One DataMover is installed by default on the Kumulate server host. Additional
DataMovers can be deployed to other machines and added to the list of DataMovers.

Renditions can only be transferred between locations if both locations are endpoints of
the same DataMover. Locations must be added to DataMovers manually.

m Add an External DataMover
m Add a DataMover Endpoint

) ~
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Add an External DataMover

Additional DataMovers can be installed on hosts other than the Kumulate server host.
These external DataMovers must be added to the Kumulate system before they can be
used. Information on installing external DataMovers is available in the Kumulate
Deployment document.

Use the following procedure to add an external DataMover:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite w

STATUS @ ADMINISTRATION E CSEARCH CLUSTERS ADOBE SETTINGS

2. Select DRAC Control > DataMover Information.

L Security- €2 DRAC Control~ & Modules

3. The list of DataMovers will open. The internal DataMover is always named with the
prefix dm. Click the Add DataMover button to add a new DataMover.

Data Mover Information

ADD DATA MOVER

4, Give the DataMover a name that easily identifies it. Set the nameserver URL to the
DataMover's IP address and its listener port. The default DataMover listener port is
2809.

Add Data Mover

Data Mover Configuration:

Data Mover ID:

MSDM1 < Required
Data Mover Nameserver URL:

10.1.5.51:2809 < Required
Data Mover Descnption:

External data mover on host MSDM1

Data Mover Status:

ONLINE v

-
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5. Click OK to save the information. The end point information will open immediately.
Add endpoints to the DataMover. The DataMover can only move Renditions
between locations that are in its list of endpoints.

Modify Data Mover

Data Mover Configuration:

Data Mever 10

[MsoM1 | < Requiced
Data Mover Namessrver UAL:
[10.1.5.51:2800 | % Required

Dats Hover Deseriplion:
|External data mover on host MSDM1
Data Hover Status:

[onume ]

Lano. ) _]sa:arxml
e v il
g @ IJ MASSSTORE ONLINE unconrlaum
00D I—Sel

6. The newly added DataMover will appear in the list of DataMovers.
Data Mover Information

- AL DATA MOVER

Data Mover Status
Data Mawer 10
@ 0O ém s RUNNING 0xpaId | 0

R0 O vsom RUNNING 00:00:53 1

7~
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Add a DataMover Endpoint

DataMovers are used to transfer Renditions between locations. Locations must be
added as DataMover endpoints for Renditions to be transferred between them.

The internal DataMover runs on the Kumulate server host. In the case of a clustered
installation, it will run on the master host. When an endpoint is added to a DataMover
on a Kumulate server that is part of a cluster, the Disable for local DM option can be
used to remove the endpoint when the DataMover's host becomes the cluster master.

Use the following procedure to add an end point to a DataMover:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte

STATUS ey ADMINISTRATION ELASTICSEARCH CLUSTERS

2. Select DRAC Control > DataMover Information.

X Security~ «* DRAC Control~ & Modules

3. Click the Pencil icon next to the DataMover to modify it.
Data Mover Information

ADD DATA MOVER.

RUNNING
b MsSDM1 OMNLINE 1] RUNNING

4, Click ADD under Endpoint Management.
Modify Data Mover

Data Mover Configuration:

Data Mover ID:

MSDM1 < Required
Data Mover Nameserver URL:

10.1.5.51:2809 < Required
Data Mover Description:

External data mover on host MSDM1

Data Mover Status:

ONLINE ¥

|

Endpoint Management:

GENERICUNC1
MASSSTORE

N
(ollo)

~
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5. Select the Unmanaged Storage Repository from the Endpoint ID pull down menu.

Add Endpoint

Endpoint ID:
AVIDINTERPLAYCOPYOUT v
AVIDINTERPLAYCOPYOUT
AVIDINTERPLAYMONITOR
AVIDSTANDALONE
AVIDSTANDALONE2 L
AVIDTEST1
GENERICUNC2
K2 r
LEITCH
OMNEON
OMNEONFTP
PROJECTSL
UNC
UNC1

6. If the DataMover is located on a Kumulate server that is part of a clustered
Kumulate installation, the Disable for local DM option can be selected so that the
endpoint is not used when the DataMover's host is the Cluster Master.

Add Endpoint

Endpoint ID:
| AVIDSTANDALONE v

Endpeoint Configuration:
|AVIDSTANDALONE v

Endpoint Status:
|[ONLINE ¥ |

|_| Disable for local DM

7. Click OK to add the endpoint. The location will appear in the Endpoint
Management List. Its status should be ONLINE; disregard the Connection Status.

Modify Data Mover

|

Data Mover Configuration:
Data Mover ID:
MSDM1 < Required
Data Mover Nameserver URL:
10.1.5.51:2809 < Required
Data Mover Description:
External data mover on host MSDM1
Data Mover Status:

ONLINE ¥
Endpoint Management:
tio Select Endpoint ID Configuration Status
(/X< AVIDSTANDALONE AVIDSTANDALONE ONLINE
(/X< GENERICUNCI GENERICUNCI ONLINE
(/X <) MASSSTORE MASSSTORE ONLINE

7~
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Metadata Management

All the metadata in Kumulate can be viewed through Metadata Management.
Additional custom metadata can also be added to Kumulate from the Metadata
Management page. Administrators can assign a default set of pinned metadata fields
starting with release 2.1 and later.

m Accessing the List of all Metadata

m Add Custom Metadata

m Create List Metadata

m Add Custom Virtual Object Metadata to an ACL
m Delete Unused Combo Metadata

-
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Accessing the List of all Metadata

Metadata Management is used to view and edit Virtual Object and Rendition metadata,
and create custom Rendition and Virtual Object metadata.

Use the following procedure to access the list of all metadata:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite s+ Qe

STATUS E@ADMINISTRATIUN ELASTICSEARCH CLUSTERS ADOBE SETTINGS

2. Select Content > Metadata Management.
B ocations~  @Content~ 3 Processing -

Attachment Management
Metadata Management

rResource riiters

3. Expanding the Virtual Object or Rendition headers shows all metadata, including
custom metadata. For example, in this case, the is_proxy and is_temporary
metadata were custom created for this installation of Kumulate.

Soccocccoscoe
000000000000000f

The fields in the table provide the following information about the metadata:

Metadata Parameter | Description

Metadata ID The unique, internal metadata identifier. By convention, the
ID is in lowercase characters with words separated by
underscores ().

Metadata Name The name used to identify the metadata. This is the name
used when the metadata is displayed and is the name that
should be used when creating resource filters, or searching
using metadata.

Metadata Group The group to which the metadata belongs. Groups can be
added as needed. Metadata will appear under its group in
the Virtual Object or Rendition view.

~
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Metadata Parameter

Description

Format

The format of the metadata. The following options are
available:

Free: The metadata can have any value assigned by the user.

Combo: The metadata value can be selected from a list of
values or entered by the user.

List: The metadata value can only be selected from a list of
values.

Date: The metadata value is a date.

Default Value

The value assigned to the metadata by default.

Length The maximum character length of the metadata value.
Mandatory The metadata must be populated when set to YES.
Display Mode The metadata value cannot be set or modified by a user

when set to Read Only.

4. Use the Add Metadata button to add new Virtual Object or Rendition metadata.

Kumulate Administration Guide
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Add Custom Metadata

Custom metadata can be added from the Metadata Management screen.
Administrators can now assign a default set of pinned metadata fields. Use the
following procedure to add custom metadata:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite st - | e

STATUS E@ADMINISTRATIUN ELASTICSEARCH CLUSTERS A SETTINGS

2. Select Content > Metadata Management.

B |ocations~  @Content+  tIProcessing~

3. Click Add Metadata and enter the parameters for the new metadata element.

Add Metadata

Metadata ID: < Required
Metadata Name:

Metadata Format: Combo v

Length: 20

Default value:

Type: Asset v

Display Mode: Visible r

Mandatory: NO A

Metadata Group: Default r

The fields in the following table provide information about the metadata:

Metadata Parameter | Description

Metadata ID The unique, internal metadata identifier. By convention, the
ID is in lowercase characters with words separated by
underscores (_).

Metadata Name The name used to identify the metadata. This is the name
used when the metadata is displayed and is the name that
should be used when creating resource filters, or searching
using metadata.

~
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Metadata Parameter

Description

Metadata Format

The format of the metadata. The following options are
available:

Combo: The metadata value can be selected from a list of
values or entered by the user.

Date: The metadata value is a date.

Note: Never set a default value when creating date
metadata.

Free: The metadata value can be in any format. The length is
capped at 4000 characters.

List: The metadata value is selected from a set list of values.
See Create List Metadata for detailed information on
configuring this metadata format.

Number: The metadata value is a number entered by the
user.

Large Text: The same as Free, except that the length is capped
at 32000 characters instead of 4000 characters.

Length

The maximum character length of the metadata value.

Default Value

The value assigned to the metadata by default.

Note: Keep this field empty when creating date metadata.

Type Indicates whether this is Virtual Object or Rendition
metadata.

Display Mode The metadata value cannot be set or modified by a user
when set to Read Only.

Mandatory The metadata must be populated when set to YES.

Kumulate Administration Guide
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Metadata Parameter | Description

Metadata Group The group to which the metadata belongs. Groups can be
added as needed. Click Create New Group if a new metadata

group is needed.

Metadata ID: instance_note
Metadata Name: Instance Note

Length: 4000

Default Value:

Metadata Format: | Free Y
Type: Instance v
Display Mode: Visible Y
Mandatory: NO 4

Metadata Group: Extra CANCEL

4. Click OK to save.

If new Virtual Object metadata was added, it must be added to a group ACL to be
visible by users. When viewing a Virtual Object or Rendition, the new metadata will be

visible under its group.
= kumulte
III 588M_CC_VBI x Daily - bx Omneon_test CANOPUS HO-TEST

(]

MP4 on MP4

[ Closed Captioning
[ Thumbna

. Upload Attachment

i’
e

=
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Create List Metadata

List metadata is metadata that uses pre-set values that can be selected from a list. Use
the following procedure to create list metadata:

1. Select List as the Metadata Format after filling in the Metadata ID and Display

Name.
Metadata Management
Metadata ID: i5_proxy < Required

Metadata Name:  |Proxy

Metadata Format: | List v [ MODIFY, LIST, VALUES ]

Length: 20

Default Value: A
Type: Asset v

Display Mode: Visible v

Mandatory: NO Y

Metadats Group: | Default v | [cneamenen roup]

2. Click Modify List Values to open the Metadata Values Editor.
List Metadata Values Editor

Add List Value
Value: Display Name:

List Metadata Values

3. Enter the metadata value that will be used internally by Kumulate and the display
name that users will see. Spaces are not allowed in the internal value, but are
allowed in the display name.

4, Click ADD to add the value to the list of values.

List Metadata Values Editor

I|
d

Add List Value

s
3
2

Value: NO Display Name: |NOT A PROXY INSTANCE
Actions value | Display Name
-
5. Add in as many values as required before clicking Save. Clicking Close cancels the
operation.

List Metadata Values Editor

Add List Value

<
'8
13
2
&
5
3
M
z
&
3
2

H|
]

List Metadata Values

00 no NOT A PROXY INSTANCE
00 VEs A PROXY INSTANCE
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Kumulate Administration Guide telestream



6. Choose a Default Value if required.
Add Metadata

Metadata Management

Metadata ID:
Metadata Name:
Metadata Format:
Length:

Default Value:
Type:

Display Mode:
Mandatory:

Metadata Group:

is_proxy < Required
Proxy

;

20

| v
NOT A PROXY INSTANCE
A PROXY INSTANCE k

befaut

Metadata Management
Create List Metadata

7. Set the rest of the parameters as required, then click OK to save.

Add Meta

data

Metadata Management

Metadata ID:
Metadata Name:
Metadata Format:
Length:

Default Value:
Type:

Display Mode:
Mandatory:

Metadata Group:

is_proxy < Required
Proxy

" (o)

20

NOT A PROXY INSTANCE v

Instance v

Visible v

NO v

Custom Metadata

= kumulite

& Upload Attachmen
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Add Custom Virtual Object Metadata to an ACL

When new custom Virtual Object metadata is created, it must be added to group ACLs
for users to be able to see the new metadata.
Use the following procedure to add custom Virtual Object metadata to an ACL:

1. After creating the new custom Virtual Object metadata, click Security > Group

Information.

t3Processing» & Security»  «* DRAC Control

User Information
Group Information

Session Control

2, Select Future from the See rights pull down menu.

User Group Information

See rights | Applied ¥
ExistinEQd Ll up

Senffuture ), |
3. Click the Pencil icon next to the user group to modify.
4, Under Metadata ACL, click the metadata Resource Filter to add the new metadata

to.
otadata A
o o CustomMetadata A ¢ Metad User Group
o o ReadOnlyMetadata Wdoﬂuna User Group
0O swesns € view Resource Filter r"““"‘ yseSoup

5. Select the new Virtual Object metadata to add to the ACL on the Modify Resource
Filter page, then click ADD.
Modify Resource Filter

Filter Information:
Description:

Name:
|CustomMetadata | |Resource filter for custom

Rule Definition:

Metadata:

Episode Name ¥

6. Click OK to save changes and return to the Modify User Group page.

7. Click OK to save changes to the user group and return to the User Group
Information page.

7~
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Note: A hazard sign may appear next to the groups affected by the change to the

resource filter.

8. Click Apply Changes for the changes to take effect.

User Group Information

See rights | Future v

ADD NEW USER GROUP CANCEL CHANGES

Existing User Group

|

0 Q Montana User Group Full Control

(/] %] Regular User Read
(/%] Storage Location Admin | Full Control
OQ Transcode User No Access

Full Control
Read
No Access

Full Control

The new Virtual Object metadata will now be visible to users belonging to the groups

affected by the change.

= kumulAte

III 588M_CC_VBI X

[}

Closed Captioning
[ Thumbnail
&, Upload Attachment
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Delete Unused Combo Metadata

Combo metadata is metadata where the value is entered manually and then stored in
the database. When editing a combo metadata, any previously used values will be
available in a pull down menu.

‘ METADATA

Duratio - EMPTY

Diana

Raven

Hillary

All previously-used values will be available in the pull down menu regardless of
whether these values are currently assigned to the metadata.

For example, if the AddedBy metadata had once been assigned three different values,
all three of these values are made available as options in the pull-down menu.
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The search will return no results if a search is performed for a metadata value that is not
used anywhere in the system.

ADVANCED SEARCH: ADDEDBY
ADDEDBY

SELECT THE RESULT TYPE

BLOCKS

GROUP METADATA

. O\ x ADDEDBY

ADVANCED SEARCH : ADDEDBY

The Remove Unused Values button removes any combo metadata values that are no
longer assigned to the metadata.

Modify Metadata

.
(o |
Metadata Management

Metadata ID: added_by < Required

Metadata Name: AddedBy

Length: 20

Default Value:

Metadata Format:  [Combo
Type: Asset

Display Mode: Visible r

Mandatory: NO A

Metadata Group: Asset Informatic ¥ | [ creatEnEW GROUR

) ~
Kumulate Administration Guide telestream



Metadata Management | 227
Delete Unused Combo Metadata

These values will no longer appear in any pull down menus of metadata value
suggestions.

Note: The Kumulate web interface will need to be reloaded for the changes to take
effect. The cache may also need to be cleared.
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Resource Filters

Resource filters are used to select specific Virtual Objects, Renditions, Unmanaged
Storage Repositories, metadata, and attachments based on the requirements.

Resource filters are separated into ACL and non-ACL filters. ACL Resource Filters are
used in group configurations to control access to attachment templates, Unmanaged
Storage Repositories, and metadata elements. Non-ACL Resource Filters are used by
workflow and transcode to narrow triggers, sources, and destinations.

Non-ACL and ACL Resource Filters can share the same names. However, it is best
practice to not duplicate resource filter names.

Because resource filters can be changed from several different administrative pages,
always verify that modifications to resource filters will not impact workflows,
transcodes, or groups.

m Adding a Virtual Object Resource Filter

m Add a Rendition Resource Filter

m Audio Metadata in Non-ACL Rendition Resource Filters
m Add a Metadata Resource Filter

m Add an Unmanaged Storage Repository Resource Filter
m Add an Attachment Template Resource Filter

m Add a Video Essence Resource Filter

m Add an Audio Essence Resource Filter

m Using Date Metadata in a Resource Filter

m Metadata-Based Resource Filter Search

~
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Types of Resource Filters

Resource Filters are used to select Virtual Objects, Renditions, metadata, Unmanaged
Storage Repositories, and attachments using specific criteria. The type of the resource
filter dictates what is filtered.

Type of Resource Filter

Description

Virtual Object

Selects Virtual Objects with metadata that matches the
defined criteria.

Rendition Selects Renditions with metadata that matches the defined
criteria.
Metadata Selects only the listed metadata elements.

Unmanaged Storage
Repository

Selects only the listed Unmanaged Storage Repositories.

Attachment Template

Selects attachments created with the listed attachment
templates by the listed user groups.

Video Essence

Selects video essences with the matching metadata.

Audio Essence

Selects audio essences with the matching metadata.

Adding a Virtual Object Resource Filter

Virtual Object Resource Filters select Virtual Objects based on metadata values. They
are used in workflows and group ACLs (Access Control Lists). Always ensure that any
changes made to a Virtual Object Resource Filter will not negatively affect existing

workflows or groups.

Use the following procedure to create a Virtual Object Resource Filter from the

Resource Filters page:

1. Click System > Administration in the menu bar in the Kumulate web interface.

SEARCH

= kumulte

STATUS &y ADMINISTRATION

ELASTICSEARCH CLUSTERS  fAYADOBE SETTINGS

2. Select Content > Resource Filters.

B | ocations+ @ Conten

Kumulate Administration Guide
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3. Virtual Object Resource Filters can be used in workflows and ACLs. If the resource
filter will be used in a group ACL, select Future ACL Filters from the Type pull down
menu.

Resource Filters

Type: | Mon ACL Filters ¥ | contain:

Mon ACL Filters

Current ACL Filters
m Future ACL Filters k

Resource Filter List
4, If the resource filter will be used in a workflow, select Non ACL Filters from the Type
pull down menu.

Resource Filters

Type: | Mon ACL Filters ¥ | contain:

MNon ACL Filters

Current ACL Filter
Future ACL Filters

Resource Filter List

5. Click Add New Resource Filter and give the resource filter a useful name and
description. Select Virtual Object from the Type pull down menu.

Filter Information:
All assets created in the la

Name:
_____________________________________ Instance

Assets_Past24Hrs

] Metadata
Storage Location
Attachment template
Video Essence
Audio Essence
6. Click OK.

7~
Kumulate Administration Guide telestream



Resource Filters
Adding a Virtual Object Resource Filter

7. On the Modify Resource Filter page, enter the Virtual Object metadata to use as a
filter.

a. Select the metadata from the Metadata pull down menu.
Rule Definition:

Metadata:

[Assetld v
Asset Id

Asset Type

Create date

Duration k
Name
Naming schema
Original Name
Program Notes
Program Status
Purge Date
Source

Title

E User private data
b. Enter the metadata value. The resource filter will select Renditions that satisfy the
metadata conditions.

The Program Status metadata value can be selected from a pull down menu, or

entered using the text box.
Rule Definition:

Metadata: Value:

Program Status ¥ O Contains | ® Not Equal | ® Range

s

7~
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All other metadata values are entered using the text box.
Rule Definition:

Metadata: Value:

Program Notes ¥ ® Contains | O Not Equal | ¥ Range

All metadata values are treated as regular expressions except Create Date, Dura-

tion, and Purge Date. The Contains option finds all values that match the regular

expression, and the Not Equal option finds all values that do not match the requ-
lar expression.

The Range option is disabled for all metadata except Create Date, Duration, and
Purge Date.
Rule Definition:

Metadata: Value:

Create date v ® Contains | ® Not Equal | O Range

o curentoate + [+ oo PSRN curenc e [+ o[B8

The Contains option is interpreted as is equal to for Create Date, Duration, and
Purge Date.

See Using Date Metadata in a Resource Filter before using date metadata.

c. Click Add to save the metadata condition.
d. Repeat these steps for each attachment to include in the resource filter.

8. Click OK to save the resource filter.

7~
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Add a Rendition Resource Filter

Rendition Resource Filters select Renditions based on metadata values. They are used
in workflows and group ACL (Access Control Lists). Always ensure that any changes
made to a Rendition Resource Filter will not negatively affect existing workflows or
groups.

Use the following procedure to create a Rendition Resource Filter from the Resource
Filters page:
1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte e

STATUS & ADMINISTRATION ELAS CLUSTERS ADOBE SETTINGS

2. Select Content > Resource Filters.

B | ocations~ @@Content~ £ Processing

Attachment Management
Metadata Management

Resource Filters h

3. Rendition Resource Filters can be used in workflows and ACLs. If the resource filter
will be used in a group ACL, select Future ACL Filters from the Type pull down
menu.

Resource Filters

Typet | MNon ACL Filters v | contain: | Asset v
MNon ACL Filters
Current ACL Filters

m Future ACL Filters k

Resource Filter List

4, If the resource filter will be used in a workflow, select Non ACL Filters from the Type
pull down menu.

Resource Filters

Type: | Non ACL Filters ¥ | contain: | Asset

Non ACL Filters

Current ACL Filterds
m Future ACL Filters @
Resource Filter List

5. Click Add New Resource Filter and give the resource filter a useful name and
description. Select Rendition from the Type pull down menu.

Filter Information:

Name: Descripti Type:
OnGenericSL_Mod24hrs <& Instances on a generic SL Instance

Metadata

Storage Location

Attachment template
Video Essence
Audio Essence

~
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6. Click OK.

-
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7. On the Modify Resource Filter page, enter the Virtual Object metadata to use as a
filter.

a. Select the metadata from the Metadata pull down menu.

Rule Definition:

Aspect Ratio
Asset Id
Bit depth

E Category Path

CRC
DAL
Definition
Frame Rate
Instance Format
Instance Status

by Last Update

C Marked On Capt: k
Name
NLE Media Type
Scan Mode
Storage Location Name
Storage Media
Video Bitrate
Video Format

b. Enter the metadata value. The resource filter will select Renditions that satisfy the
metadata conditions.

The AFD, Frame Rate, and Scan Mode metadata values are selected exclusively

from a pull down menu.
Rule Definition:

Metadata: Value:

O contains | ® Not Equal | © Range

AUTO v
AUTO
PRESERVE

[ERAGD

The Aspect Ratio, Rendition Format, Rendition Status, Storage Media, and Video
Format metadata values can be selected from a pull down menu, or entered
using the text box.

Rule Definition:

Metadata: Value:
Aspect Ratio O Contains | @ Not Equal | ¥ Range

All other metadata values are entered using a text box.
Rule Definition:

Metadata: Value:

Storage Location Name ¥ O contains | @ Not Equal | ¥ Range

GENERIC."

All metadata values are treated as regular expressions except Last Update. The
Contains option finds all values that match the regular expression, and the Not
Equal option finds all values that do not match the regular expression.
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The Range option is disabled for all metadata except Last Update.
Rule Definition:

Metadata: Value:

Last Update v ® Contains | ® Not Equal | O Range

8 Cent e |-+ (24 (SRR urenoate <1+ v [0 [

The Contains option is interpreted as is equal to for Last Update.
See Using Date Metadata in a Resource Filter before using date metadata.

See Audio Metadata in Non-ACL Rendition Resource Filters before using audio
metadata.

c. Click Add to save the metadata condition.
d.Repeat these steps for each attachment to include in the resource filter.

8. Click OK to save the resource filter.
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Audio Metadata in Non-ACL Rendition Resource

Filters

Audio metadata can be used to select Renditions in non-ACL Rendition Resource

Filters.

Note: Metadata must be extracted from Renditions before using these resource

filters.

Types of Audio Metadata

Renditions can be filtered by the bit depth, bitrate, block align, sample rate, codec used
in one or more essences, the number of essences, and audio channels in a Rendition.

Metadata

Description

Audio.Bit depth

Used to filter Renditions by the bit depth of one or more of
their audio essences.

Audio.Bitrate

Used to filter Renditions by the bitrate of one or more of
their audio essences.

Audio.Block align

Used to filter Renditions by the block align of one or more of
their audio essences.

Audio.Sample rate

Used to filter Renditions by the sample rate of one or more
of their audio essences.

Audio.Codec

Used to filter Renditions by the codec used in one or more of
their audio essences.

Audio.Channels

Used to filter Renditions by the number of channels in one
or more of their audio essences.

Audio.Channel count

Used to filter Renditions by the total number of channels
over all its essences.

Audio.Essence count

Used to filter Renditions by the number of essences in the
Rendition.

Kumulate Administration Guide
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Using Audio Metadata

With the exception of Audio.Channel count and Audio.Essence count, the audio
metadata is matched to one or more audio essences in the Rendition. The Essence no:
field specifies the essence to which the metadata must be matched.

Note: Essence numbers are visible from the Rendition audio metadata.

Block Align

To apply the filter to one specific essence, enter the essence number in the Essence no:
field. For example, to select Renditions where audio essence 1 has a bit depth of 16,
enter 7 in the Essence no field.

Audio.Bit depth ¥ < Required O

1 16

To apply the filter to more than one essence, essence numbers can be separated by
commas, or specified by a range.

Note: The metadata must match each essence in the list.

For example, to select Renditions where essences 1, 2, and 4 have a bit depth of 16,
enter 1,2,4 in the Essence no: field.

Rule Definition:
Audio.Bit depth ¥ < Required 0

1,2,4 16
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To select Renditions where essences 1, 2, 3, and 4 have a bit depth of 16, enter 7-4in the

Essence no: field.
Rule Definition:

Metadata: Value:

Audio.Bit depth v o] Contains | ® not Equal | L Range

S,

Note: All ranges are inclusive, meaning that the lower and upper limits will be
included in the range.

Use the * to match the metadata to any essence in the Rendition.

For example, to select Renditions that have at least one essence with a bit depth of 16,

enter *in the Essence no: field.
Rule Definition:

Metadata: Value:

Audio.Bit depth v O contains | ® Not Equal | ® Range
Essence no: N 6 |

In the Matching Rule Set list, the matched values are displayed as essence.value. If only

one essence is being matched, that essence number will appear in the value:
Matching Rule Set:

Select Matching Rule Set Lower Value
J o 7] Audio.Btt depth Contains 116

If a comma-separated list of essences is used, the comma separated list will appear in
the value:
Matching Rule Set:

Select Matching Rule Set Lower Value
J o o Audio.Bt depth Contains 124.16
If a range of essences is used, the range will appear in the value:
Matching Rule Set:

Metadata Matching Rule Set Lower Value
Audio.Bit depth Contains 1-4.16

Matching Rule Set Lower Value
) © 0 Audio Bit depth Contains *16
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Add a Metadata Resource Filter

Metadata Resource Filters select the listed metadata elements and are used to limit the
metadata elements a user group can access. They are generally used in ACLs.

Use the following procedure to create a Metadata Resource Filter from the Resource
Filters page:
1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte e i

STATUS G ADMINISTRATION = ELAS CLUSTERS

2. Select Content > Resource Filters.

B | ocations»  @Content~ 3 Processing ~

Attachment Management
Metadata Management

Resource Filters b

3. Metadata Resource Filters can be used in workflows and ACLs. If the resource filter
will be used in a group ACL, select Future ACL Filters from the Type pull down

menu.

Resource Filters

Type: | Mon ACL Filters ¥ | contain: | Asset v

MNon ACL Filters
Current ACL Filters

m Future ACL Filters *

Resource Filter List

4, If the resource filter will be used in a workflow, select Non ACL Filters from the Type
pull down menu.

Resource Filters

Non ACL Filters ¥ | contain: | Asset v

Non ACL Filters A
Current ACL Filters
it s e e
Resource Filter List
5. Click Add New Resource Filter and give the resource filter a useful name and

description. Select Metadata from the Type pull down menu.

Filter Information:

DateMetafilter < Required Date Fields

”””””””””””””””””””””””” Instance [~
Metadata
Storage Location k
Attachment template
Video Essence
Audio Essence

Asset

7~
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6. Click OK.

7. On the Modify Resource Filter page, enter the Virtual Object metadata to use as a
filter.

a. Select the metadata from the Metadata pull down menu.
Rule Definition:

Metadata:
Asset Id
Asset Id
Asset Type
Create date
Duration
| Name

’l Naming schema
l Original Name

Program Notes
Program Status
Purge Date
| Source
- Title

( [ User private data

b. Click Add to save the metadata element.
c. Repeat these steps for each attachment to include in the resource filter.

8. Click OK to save the resource filter.

Filter Information:
Name: Description: Type:
DateMetafilter Date Fields Metadata

Rule Definition:

Metadata:

__ADD.
- Select All

’ Metadata Matching Rule Set  Lower Value Upper Value
[x] Create Date N/A
[x] Purge Date WA
[x] Last Update A

Matching Rule Set:

Add an Unmanaged Storage Repository Resource

Filter

Kumulate Administration Guide

Unmanaged Storage Repository Resource Filters are a list of Unmanaged Storage
Repositories. They can be modified from Group Settings or from the Resource Filters
page. Always ensure that any changes made to an Unmanaged Storage Repository
Resource Filter will not negatively affect group configurations.

Use the following procedure to create an Unmanaged Storage Repository Resource
Filter from the Resource Filters page:
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1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite

STATUS g ADMINISTRATION

2. Select Content > Resource Filters.

B | ocations~  'WContent~ £ Processing~

Attachment Management
Metadata Management

Resource Filters b

3. Unmanaged Storage Repository Resource Filters are used exclusively in group ACLs
(Access Control Lists). Select Future ACL Filters from the Type pull down menu.

Resource Filters

Type: | Non ACL Filters ¥ | contain: | Asset -

MNon ACL Filters
Current ACL Filters

m Future ACL Filters S

Resource Filter List

4, Click Add New Resource Filter.

5. Give the resource filter a useful name and description. Select Unmanaged Storage
Repository from the Type pull down menu.

Filter Information:

Name: Description
All_UNC_SL equired | All UNC Storage Locations

Asset
__________________________________________ Instance

Metadata

Storage Location
Attachment templ; k
Video Essence
| Audio Essence

6. Click OK.

7. On the Modify Resource Filter page, select the Unmanaged Storage Repositories
returned by this filter.

a. Select Unmanaged Storage Repositories from the left hand Available
Unmanaged Storage Repositories list, then use the right arrow to add them to
the Selected Unmanaged Storage Repositories list.

Rule Definition:

GENERICUNC2 - GENERICUNC1
MASSSTORE

b. Click Add to add the location to the filter.

c. The location will be added to the Matching Rule Set list.
Matching Rule Set:

(x] MASSSTORE /A
(x] GENERICUNCE N/A
(x] GENERICUNC N/A
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Kumulate Administration Guide telestream



Resource Filters | 243
Add an Unmanaged Storage Repository Resource Filter

8. Click OK to save the resource filter.
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Add an Attachment Template Resource Filter

Attachment Template Resource Filters select attachments created by specific user
groups, using specific templates. They are used by ACLs (Access Control Lists). Always
ensure that any changes made to an Attachment Template Resource Filter will not
negatively affect group configurations.

Use the following procedure to create an Attachment Template Resource Filter from the
Resource Filters page:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite ASSET + | Q Enter seach tern

STATUS By ADMINISTRATION

2. Select Content > Resource Filters.

B | ocations~  @@Content~ 3 Processing -

Attachment Management

Metadata gement

Resource Filters h

3. Attachment Template Resource Filters are used exclusively in group ACLs (Access
Control Lists). Select Future ACL Filters from the Type pull down menu.

Resource Filters

Type: | Mon ACL Filters ¥ | contain: | Asset A

Mon ACL Filters

Current ACL Filters
m Future ACL Filters [

Resource Filter List

4, Click Add New Resource Filter.

5. Give the resource filter a useful name and description. Select Attachment Template
from the Type pull down menu.
Filter Information:

PDF_RegularUser PDF Att by Reqular Users
B A o e g ; -~ - Instance
E Metadata

Storage Location

Attachment template
Video Essence k

Audio Essence

| Asset

6. Click OK.

~
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7. On the Modify Resource Filter page, add the attachments created by the specific
user groups that will be returned by this filter.

a. Select an attachment template from the Metadata pull down menu. The menu
will show all built-in attachment templates, as well as any user-created

templates.
Rule Definition:

binary
closedcaptioning

segment k
text
word

b. Select a group. This group is the group that created the attachment. The filter will
only return attachments created by the selected group. Select as many groups as
needed from the Available groups list, then Click the right arrow to add the

group to the Selected groups list.

Montana User Group Regular User
Storage Location Admin
Transcode User

c. Click Add.
d.The group will be added to the Matching Rule Set list.

Matching Rule Set:
Attachment type Matching Rule Set Lower Value

Regular User .

0 o O pdf Created by user group

e. Repeat these steps for each attachment to include in the resource filter.
8. Click OK to save the resource filter.
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Add a Video Essence Resource Filter

Video Essence Resource Filters select Renditions based on their video metadata. They
are used in workflows and transcode profiles. Always ensure that any changes made to
a Video Essence Resource Filter will not negatively affect existing workflows and
transcode profiles.

Use the following procedure to create a Video Essence Resource Filter from the
Resource Filters page:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulte ASSET v Q tersearh torm

STATUS & ADMINISTRATION E CLUSTERS ADOBE SETTINGS

2. Select Content > Resource Filters.

B | ocations~  @Content~ £ Processing -

Attachment Management
Metadata Management

Resource Filters b
3. Video Essence Resource Filters are not used in ACLs. Select Non ACL Filters from the
Type pull down menu.
Resource Filters

: | Mon ACL Filters ¥ | contain: | Asset

Mon ACL Filters

Current ACL Filterds
m Future ACL Filters @

Resource Filter List

4, Click Add New Resource Filter.

5. Give the resource filter a useful name and description. Select Video Essence from
the Type pull down menu.

Filter Information:
16x9 MXF Files
e Asset

Name:
””””””””””””””””””””””””” Instance
Metadata

MXF_16x9
Storage Location
Attachment template

Video Essence
| Audio Essence k

6. Click OK.
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7. On the Modify Resource Filter page, add the attachments created by the specific
user groups that will be returned by this filter.

a. Select the metadata from the Metadata pull down menu.

Rule Definition:

Metadata:

afd
Aspect Ratio
Bit depth
Chroma Format
E Frame Rate
Gop Structure
Instance Format
Scan Mode
SOM
Video Bitrate
Video Format

Video Height

ﬂ Video Standard
Video Width

Wrapper

b. Enter the metadata value. The resource filter will select Renditions that satisfy the
metadata conditions. The afd, Bit depth, Frame Rate, and Scan Mode metadata
values are selected exclusively from a pull down menu.

Rule Definition:

Value:

Metadata:
Bit depth v O contains | ® not Equal | P Range

The Aspect Ratio, Chroma Format, GOP Structure, Rendition Format, Video For-
mat, and Video Standard metadata values can be selected from a pull down
menu, or entered using the text box.

A value entered into the text box will be added to the pull down menu if it is also
assigned to a Rendition.
Rule Definition:

Metadata: Value:

Video Standard ¥ O contains | ® Not Equal | ¥ Range

Tsc

The SOM, Video Bitrate, Video Height, Video Width, and Wrapper metadata val-
ues are entered in the text box.
Rule Definition:

Metadata: Value:
Wrapper O contains | ® Not Equal | ¥ Range

MXF

Note:

» Text metadata values are interpreted as regular expressions. The Contains option
finds all values that match the regular expression, and the Not Equal option finds all
values that do not match the regular expression.

» The Contains option is interpreted as is equal to when the metadata value is a
numeric type, such as SOM.

» The Range option is disabled for all metadata except SOM and Video Bitrate.

¢c. Click Add to save the metadata condition.

8. Click OK to save the resource filter.
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Add an Audio Essence Resource Filter

Audio Essence Resource Filters select Renditions based on their audio metadata. They
are used in workflows and transcode profiles. Always ensure that any changes made to
an Audio Essence Resource Filter will not negatively affect existing workflows and
transcode profiles.

Use the following procedure to create an Audio Essence Resource Filter from the
Resource Filters page:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulte ST~ | Q Etr e

STATUS iy ADMINISTRATION ELAS CLUSTERS ADOBE SETTINGS

2. Select Content > Resource Filters.

B | ocations+  @Content~  t3Processing~

Attachment Management

Metadata gement

Resource Filters h

3. Audio Essence Resource Filters are not used in ACLs. Select Non ACL Filters from the
Type pull down menu.

Resource Filters

Type: | Mon ACL Filters ¥ | contain: | Asset

Non ACL Filters

Current ACL Filter
Future ACL Filters

Resource Filter List
4, Click Add New Resource Filter.

5. Give the resource filter a useful name and description. Select Audio Essence from

the Type pull down menu.

Audio_AAC128 AAC Audio with 128 Bitrab

i Asset
Instance

Metadata

Storage Location
Attachment template
Video Essence

6. Click OK.
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7. On the Modify Resource Filter page, enter the audio metadata to use to filter
Renditions.
a. Select the metadata from the Metadata pull down menu.

Rule Definition:

Metadata:

Bit Depth

Bitrate
Codec

Number of channels
E Sample Rate

b. Enter the metadata value. The resource filter will select Renditions that satisfy the
metadata conditions. The Bit Depth, Bitrate, Number of channels and Sample
Rate metadata can be set to either be equal to a value (Contains), not equal to a
value (Not Equal), or between two values (Range). The Range option includes the

lower bound, but excludes the lower bound in the match.
Rule Definition:

Metadata: Value:
O Contains | ® Not Equal | @ Range

The Codec metadata values can be set to either match a codec (Contains) or not
match a codec (Not Equal). The codec can either be selected from the pull down
menu or entered in the text box. The Range option is disabled for codec meta-
data.

Rule Definition:

Metadata: Value:

O contains | ® Not Equal | ¥ Range
" Wheo

c. Click Add to save the metadata condition.
d. Click OK to save the resource filter.
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Using Date Metadata in a Resource Filter

Date metadata, such as Purge Date, Create Date, and Last Update Date are stored with
second precision; meaning the metadata contains date, hour, minute, and second
information.

When creating a Date Resource Filter, the Contains option exactly matches the date and
time of the metadata. An exact match with stored metadata is almost impossible
because a resource filter only allows you to match a date without the time component.

For example, a resource filter that selects Virtual Objects where Create Date Contains
January 1, 2016 will only return Virtual Objects that were created on January 1, 2016 at
00:00:00, instead of all Virtual Objects that were created on January 1, 2016.

Instead, use the Range option to select date metadata that contains a particular day.
The range includes the lower limit, but does not include the upper limit.

For example, to select all Virtual Objects that were created on January 1, 2016, use a
range between January 1, 2016, and January 2, 2016.

Rule Definition:

Metadata: Value:

Create Date v ® Contains | ® Not Equal | O Range

O ate —— + 2016/ Jan + (o1 M oate v 20160020 2 o2 ]

o
YYYY mmm dd yYYY mmm dd

Because the upper limit of the range is not included, this range only matches Virtual
Objects with a Create Date of January 1, 2016.
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Metadata-Based Resource Filter Search

In some cases it may be necessary to find all the resource filters that use specific
metadata. For example, this may be necessary in cases where metadata needs to be
deleted or replaced.

Searching for resource filters is accomplished using the search bar at the top of the
Resource Filter list.

Resource Filters
|

Type: | Mon ACL Filters ¥ | contsin: | Instance ¥ | metadata: | IsProxy \

Use the following procedure to search resource filter metadata:
1. Select the type of resource filter to search.
Resource Filters

Non ACL Filters ¥ | contsin: | Asset

Non ACL Filters

Current ACL Filter
Future ACL Filters

Resource Filter List

Type:

2, Select the object metadata type.

Type: | Non ACLFilters ¥ | contain: ‘ASSEt v | metadatz: | ANy
Asset

Instance

Attachment Tel \ate
Storage Location

3. Select the metadata. Only the metadata associated with the object type selected
will be visible in the pull down menu.

contsin: | Instance ¥ | metadata:

Aspect Ratio

Bit Depth

Category Path

DAL

Definition

Dominant File
Audio.Channel count
Audio.Essence count
Frame Rate
Instance Format
Instance Status

0 Instance Note

= Last Update

2 Marked On Capture

at MNLE Media Type

atType Number of channels =

4. After the metadata is selected, the Resource Filter list will only show resource filters
that use the selected metadata.

Type: | Non ACL Filters ¥ | contain: | Instance ¥ | metadata: | IsProxy \

500 new sesounce s ) (sersesn )

Resource Filter List

@o InstanceToChange
[ 7] x] TsProxy
(7] [x] SetProwyMD
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Access Control Lists and
Access Privileges

User access to Kumulate is regulated by the access controls and privileges assigned to
groups.

ACLs (Access Control Lists) use resource filters to give groups access to specific Virtual
Objects, Renditions, attachments, locations, and metadata. Access Privileges are used
to give group access to administrative tasks.

It is important to understand how ACLs and access privileges work together before
creating a user group.

m Access Control Lists
m Access Privileges
m Privileges and Permissions for Common Operations

. /\
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Access Control Lists

ACLs are used to control how users interact with particular groups of resources. They
are granular, allowing different access permissions for different groups of resources.
ACLs use resource filters to specify the exact resources users in groups have access to.

There are four types of ACLs:
» Unmanaged Storage Repository
e Metadata
o Attachment Template
e Virtual Object and Rendition

Unmanaged Storage Repository

The ACL for Unmanaged Storage Repositories allows or denies users the ability to view
or modify storage and Managed Storage Repositories and their contents.

Access is given to groups of locations defined by resource filters. A group will have no
access to locations that are not selected by a resource filter.

Access | Description

View The minimum access level needed for users to view locations and their
contents. If a location is not visible to the user, the user cannot access the
Renditions on that location, even if their Virtual Objects are visible.

Modify | Allows users to move and transcode Renditions to the locations in the
resource list. If a user does not have modify access to a location they will not
see the location as a transcode or transfer destination.

Metadata

The Metadata ACL sets whether users in the group can search, view, or modify
metadata. Access to metadata ACLs must be set at least to Search for search operations
to work properly. Administrators can now assign a default set of pinned metadata
fields.

Attachment Template

Attachment Template ACLs give a group's users permission to access Virtual Object
attachments. These include marks, segments, closed captions, formatsheets, and any
user-created attachment types.

. /\
Kumulate Administration Guide telestream

253



Access Control Lists and Access Privileges
Access Control Lists

Resource filters are automatically created for each individual attachment type,
including user-created attachment types. This allows ACLs to be set for each
attachment type, giving groups specific permissions to specific attachments.

Access

Description

View

The minimum access level required for users to view and download
attachments.

Add

Allows users to upload attachments. The Add access level depends on the
View access level. View access is automatically added when Add is selected.
If View is deselected then Add is automatically deselected.

Modify

Allows users to modify existing markers and segments, and modify
attachment metadata. The Modify access level depends on the View access
level. View access is automatically added when Modify is selected. If View is
deselected then Modify is automatically deselected.

Delete

Allows users to delete attachments. The Delete access level depends on the
View access level. View access is automatically added when Delete is
selected. If View is deselected then Delete is automatically deselected.

Virtual Object and Rendition

Virtual Object and Rendition ACLs give a group's users permission to access Virtual
Objects and Renditions. ACLs for Virtual Objects and Renditions are set separately.
However, the two ACLs work together. Renditions within a Virtual Object are not visible
unless the Virtual Object is visible. Virtual Objects must have at least View permissions
for the Renditions within them to be visible.

Virtual Object ACL permissions provide the following access levels:

Access

Description

View

The minimum access level needed for users to view Virtual Objects. No
information about Virtual Objects or Renditions is available unless the
ACL access is set to View.

Modify

Allows users to modify Virtual Object metadata. The Modify access level
depends on the View access level. View access is automatically added
when Modify is selected. If View is deselected then Modify is
automatically deselected.
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Access

Description

Delete

Allows users to delete Virtual Objects, including all Renditions in the
Virtual Object, regardless of the Rendition Access Control Level. The
Delete access level depends on the View access level. View access is
automatically added when Delete is selected. If View is deselected then
Delete is automatically deselected.

Copy

Allows users to transfer Renditions from the Virtual Object search results
page. The Copy access level depends on the View access level. View
access is automatically added when Copy is selected. If View is
deselected then Copy is automatically deselected.

Transcode

Has no effect on the ability to transcode Renditions. Access to
transcoding is set exclusively by the Rendition ACLs.

Rendition ACL permissions provide the following access levels:

Access

Description

View

The minimum access level needed for users to view Renditions and
extract thumbnails. No information about Renditions is available unless
the ACL access is set to View.

Modify

Allows users to modify Rendition metadata and extract thumbnails. The
Modify access level depends on the View access level. View access is
automatically added when Modify is selected. If View is deselected then
Modify is automatically deselected.

Delete

Allows users to delete Renditions and extract thumbnails. The Delete
access level depends on the View access level. View access is
automatically added when Delete is selected. If View is deselected then
Delete is automatically deselected.

Copy

Allows users to transfer Renditions and extract thumbnails. The Copy
access level depends on the View access level. View access is
automatically added when Copy is selected. If View is deselected then
Copy is automatically deselected.

Transcode

Allows users to transcode Renditions and extract thumbnails. The
Transcode access level depends on the View access level. View access is
automatically added when Transcode is selected. If View is deselected
then Transcode is automatically deselected.
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Access Control Lists and Access Privileges
Access Privileges

Access Privileges control which parts of the Kumulate system users in the group can
access. Privileges can be set at different levels for the following:

e Unmanaged Storage Repository Administration

Proxy Access

Virtual Object Access
Rendition Access

Administrative Functions

Cancel Operations and Priority Changes

Unmanaged Storage Repository Administration

A Storage Administrator group and a default Storage User were added in release 2.0 to
provide access to storage administration tasks on the Locations page without giving the
user access to all Administration capabilities.

The following privileges apply to archive, cache, and Unmanaged Storage Repository
configuration functions:

Privilege Level

Description

Storage
Administrator

Users in this group have full control as identified in the next entry.

Full Control Users in the group can create, delete, modify, and view Unmanaged
Storage Repositories.

Add Users in the group can create, modify, and view Unmanaged
Storage Repositories, but cannot delete them.

Modify Users in the group can modify and view Unmanaged Storage
Repositories, but can neither create nor delete locations.

Read Users in the group can only view the Unmanaged Storage

Repository configuration, and cannot modify, create, or delete
locations.

Storage User

Users in the group have access to limited administrative
Unmanaged Storage Repository functions.

No Access

Users do not have access to the Unmanaged Storage Repository
Administration page, but they can still view Unmanaged Storage
Repositories and their contents from the Locations page.
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Virtual Object Access

The following privileges set access to Virtual Objects:

Privilege Level | Description

Full Control Users in the group can create, delete, modify, and view Virtual
Objects.

Add Users in the group can create, modify, and view Virtual Objects, but
cannot delete them.

Modify Users in the group can view Virtual Objects, and change Virtual
Object metadata, but cannot create or delete Virtual Objects, nor
can they add attachments; including segments and markers.

Read Users in the group can only view the Virtual Objects and cannot
modify, create, or delete Virtual Objects.

No Access Users have no rights to Virtual Objects and cannot search for Virtual
Objects, nor can they search for Renditions.

Note: Only No Access prevents users from manipulating Renditions. All other
privilege levels allow users to create and delete Renditions, transcode and
transfer Renditions, extract metadata and thumbnails, and extract Rendition
segments into new Virtual Objects (Partial Restore).

Rendition Access

The following privileges set access to Renditions:

Privilege Level | Description

Full Control Users in the group can create, delete, modify, and view Renditions.

Add Users in the group can view, create, transfer, transcode Renditions,
and extract thumbnails and metadata, but cannot delete
Renditions.

Modify Users in the group can view Renditions and change Rendition
metadata, but cannot create, delete, transfer, or transcode
Renditions, nor can they extract thumbnails or metadata.

Read Users in the group can only view and play Renditions.

No Access Users have no rights to Renditions or Virtual Objects.
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Administrative Functions

The Administration Privileges set the access privileges for the entire administration
section of the Kumulate web interface. If these privileges are set to a stricter value than
the other settings, these settings will take precedence.

Privilege Level | Description

Full Control Users in the group have full access to all administrative functions.

Add Users in the group can create, modify, and view configurations, but
cannot delete elements such as Unmanaged Storage Repositories,
groups, resource filters, and so on.

Modify Users in the group can modify and view configurations, but cannot
create nor delete elements such as Unmanaged Storage
Repositories, groups, resource filters, and so on.

Read Users in the group can only view configurations, but cannot
modify, create, or delete elements such as Unmanaged Storage
Repositories, groups, resource filters, and so on.

No Access Users do not have access to the Unmanaged Storage Repository
Administration page.

Proxy Access

These privileges govern how users in the group interact with proxy Renditions.

Note: If the Virtual Object privileges are set to No Access, users in the group will be
unable to access proxy Renditions.

Privilege Level | Description

Full Control Users in the group can view, play, create, and delete proxy
Renditions.

Add Users in the group can view, play, and create proxy Renditions, but
cannot delete them.

Modify Users in the group can view, play, create, and delete proxy
Renditions.

Read Users in the group can only view proxy Renditions, but cannot
modify, create, or delete them.

No Access Users cannot see proxy Renditions.
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Cancel Operations and Priority Changes

The Cancel Operations and Priority Changes privileges set whether users in the group
can cancel operations, and change priorities on operations, respectively. These
privileges are set to either No Access or Full Control.

Setting the privilege to Full Control allows users to cancel or change priorities. Setting
the privilege to No Access prevents users from canceling or changing priorities.
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Privileges and Permissions for Common

Operations

The following sections outline the minimum group privileges and permissions needed
for common operations.

Privileges and Permissions for Searching

Searching requires access to the metadata of the objects being searched and read
access to the objects themselves.

There must be access to Renditions and Virtual Objects at a minimum. To successfully
search attachments, including captions, marks, and segments, the group additionally
needs access to the type of attachment they are allowed to search.

Minimum Requirements to Search Virtual Objects and

Renditions

The following are the minimum requirements to successfully search and view Virtual
Objects and Renditions. These permissions and privileges do not give the group the
ability to modify Virtual Objects, Renditions, or their metadata in any way.

Privilege | Level

Virtual Read
Object

Rendition | Read

ACL Resource Filter | Action Description

All Metadata Search, View | The ACL must use the AllMetadata resource
filter.

Read Only Metadata | Search, View | The ACL must use the ReadOnlyMetadata
resource filter.

Virtual Objects View The Virtual Object resource filter used with the
ACL must include Virtual Objects the group
should have access to and exclude any Virtual
Objects the group should not have access to.

Renditions View The Rendition resource filter used with the ACL

must include any Renditions the group should
have access to and exclude any Renditions the
group should not have access to.

Renditions that are on locations the group does
not have access to will not be visible.
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Minimum Requirements to Search Attachments

The following are the minimum requirements to successfully search attachments.
These permissions and privileges give the group the ability to view and download
attachments, but do not give the group the ability to modify, delete, or upload
attachments, or to modify attachment metadata.

Note: Virtual Objects and Renditions can be viewed only.

Privilege Level

Virtual Object | Read

Rendition Read

ACL Resource Filter

Action

Description

All Metadata

Search, View

The ACL must use the AllMetadata resource
filter.

Read Only Metadata

Search, View

The ACL must use the ReadOnlyMetadata
resource filter.

Virtual Objects

View

The Virtual Object resource filter used with the
ACL must include Virtual Objects the group
should have access to and exclude any Virtual
Objects the group should not have access to.

Renditions

View

The Rendition resource filter used with the ACL
must include any Renditions the group should
have access to and exclude any Renditions the
group should not have access to.

Renditions that are on locations the group does
not have access to will not be visible.

Attachments

View

Multiple ACLs can be created, each
corresponding to a resource filter for a specific
attachment type.

Kumulate automatically creates resource filters
for attachment types. These resource filters are
named RF_<attachment_type>.

The ACLs and their resource filters must cover
all the attachments the group should have
access to.
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Privileges and Permissions for Transferring

Transferring a Rendition to another location is a copy operation, not a move operation.
When a Rendition is transferred to a location, a new Rendition is created on the target
location, but not removed from the original location.

A group needs privileges and permissions to create new Renditions on a location to
successfully transfer Renditions to the location.

A group does not need the rights to modify Virtual Objects or Unmanaged Storage
Repositories to create new Renditions.

Note: Groups with only transfer privileges are still able to perform dissimilar transfers,
which include transcode operations.

Privilege Level

Storage Unit | Read

Virtual Object | Read

Rendition Add

ACL Resource Filter | Action | Description

Unmanaged Modify | The Rendition resource filter used with the ACL must
Storage Repositories include all the locations that the group should be
able to transfer Renditions to.

Virtual Objects View | The Rendition resource filter used with the ACL must
include all the locations where the group should be
able to view Renditions.

Renditions Copy | The Rendition resource filter used with the ACL must
include all the locations that the group should be
able to copy Renditions to.

Privileges and Permissions for Transcoding

Transcoding requires access to the cache. The cache acts as a staging area for
transcoding Renditions. If the group does not have permission to access the cache,
users in the group will be unable to transcode Renditions and create low-resolution
proxy Renditions.

A group needs privileges and permissions to create new Renditions to successfully
transcode Renditions.
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A group does not need the rights to modify Virtual Objects or Unmanaged Storage
Repositories to create new Renditions.

Privilege Level
Storage Unit | Read
Virtual Object | Read
Rendition Add

ACL Resource Filter | Action Description

Unmanaged Modify Transcoding requires access to the Kumulate

Storage Repositories cache. The resource filter used must include the
cache otherwise all transcode operations will fail.

Virtual Objects View Transcoding requires access to the Kumulate
cache. The resource filter used must include the
cache otherwise all transcode operations will fail.

Renditions Transcode | Transcoding requires access to the Kumulate

cache. The resource filter used must include the
cache otherwise all transcode operations will fail.

Privileges and Permissions for Marking

Marks made using the Kumulate player are stored as attachments. Because of this,
access to the mark attachment type regulates the way a group can use marks.

Different access levels are available for marks. Groups can be given permission to view,
add, modify, or delete marks.

The following privileges and permissions are required for any group that needs to

access marks:

Privilege Level

Virtual Object | Read
Rendition Read

Proxy Read

ACL Resource Filter | Action
Virtual Objects View
Renditions View
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The group must use an ACL with an attachment resource filter that includes the Marker
Attachment Type.

A Marker Attachment Resource Filter (RF_MARKER) is already included in Kumulate.
However, the ACL can use any attachment resource filter that includes the marker
attachment template. See Add an Attachment Template Resource Filter for more
information.

The following ACL permissions are needed for access to different actions on marks:

Mark Action | ACL Action | Description

View Marks | View Allows users in the group to view marks. This action is
selected automatically when any of the other actions
are selected. If View is deselected all the other actions
will also be deselected automatically.

Add Marks Add Allows users in the group to create marks.

Edit Marks Modify Allows users in the group to edit the mark comment
and color.

Delete Marks | Delete Allows users in the group to delete marks.

Note: For users in the group to have access to the marks they created, the Group
Name must be added to the Marker Attachment Resource Filter. Users in the
group will be unable to view, modify, or delete the marks they have created if
the Group Name is not added to the resource filter. See Add an Attachment
Template Resource Filter for more information.

Privileges and Permissions for Segmenting

Segments created using the Kumulate player are stored as attachments. Because of
this, access to the segment attachment type regulates the way a group can use
segments. Different access levels are available for segments. Groups can be given
permission to view, add, modify, or delete segments.

Note: The privileges and permissions needed to extract (partial restore) segments are
covered in Privileges and Permissions for Extracting Segments.
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The following privileges and permissions are required for any group that needs to

access segments:

Privilege Level

Virtual Object | Read

Rendition Read

Proxy Read

ACL Resource Filter | Action

Virtual Objects

View

Renditions

View

The group must use an ACL with an attachment resource filter that includes the Marker

Attachment Type.

A segment attachment resource filter (RF_SEGMENTS) is already included in Kumulate.
However, the ACL can use any attachment resource filter that includes the segment
attachment template. See Add an Attachment Template Resource Filter for more

information.

The following ACL permissions are needed for access to different actions on segments:

Segment Action | ACL Action | Description

View Segments | View Allows users in the group to view segments. This
action is selected automatically when any of the
other actions are selected. If View is deselected all
the other actions will also be deselected
automatically.

Add Segments Add Allows users in the group to create segments.

Edit Segments Modify Allows users in the group to modify the start and
end times of segments, and their metadata.

Delete Segments | Delete Allows users in the group to delete segments.

Note: For users in the group to have access to the segments they created, the Group
Name must be added to the Segment Attachment Resource Filter. If the Group
Name is not added to the resource filter, users in the group will be unable to
view, modify, or delete the segments they have created. See Add an Attachment
Template Resource Filter for more information.
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Privileges and Permissions for Extracting Segments

A new Rendition and Virtual Object is created for a segment when it is extracted
(partially restored). Because of this, the group needs the privileges and permissions
required to create a Rendition.

The following permissions are required to be able to extract segments:

Privilege Level

Storage Unit | Read

Virtual Object | Read

Rendition Add

ACL Resource Filter Action

Unmanaged Storage | View, Modify

Repository
Virtual Objects View
Renditions View

Segment Attachments | View

See Privileges and Permissions for Segmenting for details.
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Groups and Users

Access to Kumulate is accomplished through its groups.

Each Kumulate group specifies how users assigned to it interact with Kumulate. Access
privileges and controls are used to grant access to features, Virtual Objects, Renditions,
attachments, locations, and metadata.

Note: Because a group is assigned to a user when the user is created, groups must be
created before their users.

The Montana User Group, Transcode Engine Group, and News Group are created by
default.

The Montana User Group gives users full read and write administration privileges for
the entire Kumulate system.

The Transcode Engine Group is used internally by the transcode engine.
m Creating a New Group
m Setting Group Privileges and Permissions
m Applying Changes Made to a Group
m Creating a New Kumulate User

m Managing User Sessions
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Creating a New Group

Use the following procedure to create a new group:
1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite =

STATUS &g ADMINISTRATION

2. Select Security > Group Information.
tIProcessing» & Security»  * DRAC Control+

User Information
Group Information

Session Control
3. Enable editing by selecting Future from the See rights pull down menu.

User Group Information

See rights | Applied ¥
[ Applied

Future

—— Storage Unit

4, Click Add New User Group to create a new group.
User Group Information

See rights | Future v

ADD NEW USER GROUP

Existing UNgr Group

5. On the Create User Group page enter a name for the group in the User Group Name
text box and then continue to the following section describing Setting Group
Privileges and Permissions.

Add User Group

OK ADD NEW ACL

User Group Information

User Group Mame:

|‘u’ie'.'.' Only Users I |{ Required
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Setting Group Privileges and Permissions

Groups set the privileges and permissions for users. These must be set appropriately to
allow users to perform their tasks without accessing forbidden media and features.

See Privileges and Permissions for Common Operations for examples of how to set
privileges and permissions.

Access privileges control which parts of the Kumulate system users in the group can
access.

Group access to administrative functions is set using the privilege pull down menus as
shown in the following figure:

User Group Information

c
9
F

S
z

View Only Users < Required

Privileges
Read v Read v| Full Control v Full Control v Full Control
P [ T T I e e
o
cancel Operations __rJ¥% O

Full Control v Modfy

No Access

After the privileges are set, you must add permissions to particular resources by adding
ACLs. ACLs need to be set for Unmanaged Storage Repositories, metadata,
attachments, Virtual Objects, and Renditions. If an ACL is not set for any of these items,
the users will not have access to them at all.

Use the following procedure to add an ACL to a group:
1. Click Add New ACL to open the Add ACL dialog.

E
E

User Group Information

€
e
S
z

View Only Users < Required

Privileges

«
I

Read Read v Read v No Access v Read

Full Control v Full Control

2. Provide a unique ACL Identifier and select a Resource Filter to use in the Add ACL
dialog, or create a new resource filter by selecting New from the pull down menu.
Resource filters are used to select particular Virtual Objects, Renditions,
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Unmanaged Storage Repositories, metadata, and attachments based on a set of
requirements.

Add ACL

ACL Information

Enable ACL:
Enabled ¥ |

ACL Identifi

‘AH Storage Locations | < Required

User Croup:
Resource Filter:

New v | [acn]]
New

AllAssets

4 NWGroup_RF_Assets
TEGroup_RF_Assets
AllInstances
NWGroup_RF_Instances
— TEGroup_RF_Instances
E AllMetadata
T INWGroup_RF_Metadata [~~~ """ " " """ T """ T"TTTTTT oo T
ReadOnlyMetadata
NWGroup_RF_Locatio k
TEGroup_RF_Locatiens
NWGroup_RF_Templates

RF_CLOSEDCAPTIONING
RF_FORMATSHEET
RF_MARKER
RF_SEGMENT

Note: The selected Resource Filter can be modified. However, modifying a resource

filter will modify all ACLs and groups that use that filter. It is recommended to
create a new Resource Filter rather than modifying an existing filter.

3. Select the access rights for the Resource Filter, then click OK to save and return to
the Add User Group page.

Add ACL

ACL Information

Enable ACL:

[ Enabled v |

ACL Identifier:

All The Storage Locations < Required

User Group:
|View Only Users |

Resource Filter:

All Storage Locations v | [(mooiev ]

Access Rights
Search View Add Modify Delete Copy Transcode
1+ ]
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Add as many ACLs as required. The ACLs will be grouped according to type.

User Group Name:

|Ms ResTRICTED | Required
Privileges
storage Unit Asset
| Read v Read v
fancat Operations priority change= [N
| No Access v No Access v

Storage Location ACL

tions ACL Identifier Resource Filter User Group
€ © storsge Locations €3 Al storage Locations MS RESTRICTED v Enabled
Metadata ACL

ons. ACL Identifier Resource Filter User Group
O © rvesdna 6 Ameadxa MS RESTRICTED v v Enabled
Attachment Template ACL

jons ACL Identifier Resource Filter User Group
€ © Cosed_caprion 9&05& e VS RESTRICTED v Enabled
O © sesmenss € re_secment MS RESTRICTED v Enabled
O € rarkess 6 re_marker MS RESTRICTED v Enabled

Asset & Instance ACL

jons  ACL Identifier Resource Filter User Group View Modify Delete Copy Transcode Status
OO ssses 0 Ansses MS RESTRICTED v Enabled
@ © 1nstances € Atnstances MS RESTRICTED v Enabled

4, Click OK to save and return to the User Group Information page after all the ACLs
have been added to the group.
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Applying Changes Made to a Group

Clicking OK will not automatically apply the changes when a group's ACLs and
privileges have been configured or modified. The changes need to be applied from the
User Group Information page. An attention symbol will remain next to the group until

all the changes are either applied or canceled.

User Group Information

See rights | Future v

Montana User Group Full Control Full Control Full Control

Regular User Read Read Read
Storage Location Admin | Full Control Full Control No Access
Transcode User No Access Full Control Full Control

Click Apply Changes. A confirmation dialog will open; click OK to continue.
Apply ACL changes

Changes in ACL will be applied

Changes to the Virtual Object and Rendition ACLs only take effect after Kumulate is
restarted. Kumulate must be restarted for the changes to take effect if the Changes are
scheduled to be applied message appears after the dialog box closes.

.ADD NEW,usER GROUP. | | cancer appy, | Changes are scheduled to be applied
ing User Group

Montana User Group Full Control Full Control | Full Control | Full Control Full Control

Regular User Read Read Read No Access Full Control
Storage Location Admin | Full Control Full Control | No Access | Full Control No Access
Transcode User No Access Full Control | Full Control | No Access Full Control

Stop and start the Tomcat server to restart Kumulate.

Configure... Configure...
Start service Start service

‘ Stop service ‘ Stop service
Thread Dump by Thread Dump
Exit Exit
About About
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The attention symbol will disappear after the changes are applied.
|

See rights | Future v

Montana User Group Full Control Full Control | Full Control

Regular User Read Read Read
Storage Location Admin  Full Control Full Control No Access
Transcode User No Access Full Control Full Control
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Creating a New Kumulate User

When a user is created, it is assigned to a group which controls its access and privileges.
Because of this workflow, users should be added to Kumulate after their groups have
been created. A user's group can be changed after the user has been created.

Use the following procedure to create a new user:

1. Log in to the Kumulate web interface with the mntn account, or any account with
full administrative privileges.

2. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite -

STATUS s ADMINISTRATION ELAS H CLUSTERS

3. Select Security > User Information.

tIProcessing & Security» ¥ DRAC Control

Session Control

4. Click Add New User on the User Information page and enter the following
information for the user:
Add New User

User ID: Use Alias on MMP query:

< Required NO hd
Password: Re Enter Password:

= Required < Required
User Name: Usaer Group:

Mentana User Group v

Location: Department:

EN_US ¥

Phone Numbaer: Email Address:

Allow multiple login sessions: Active Directory User:

NO v NO v
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Parameter Description

User ID The ID the user will use to log in to Kumulate.
This is required.

Password The user’s Kumulate password.
This is required.

User Name The user's actual name. This is not the name used to
login.

Location The user's location. The pull down menu is populated

with Masstech Group by default, and by any
previously-entered locations.

A new location can be entered by selecting New, then
clicking ADD and entering the new location in the
text box.

This is required.

Location:

New v @
ASBESTOS

LACHUTE

Masstech Group

OAKVILLE
ST-LOUIS-DU-HAIHAI
TORONTO fions:

v

Allow multiple login sessions

Allows the user to be logged in to Kumulate multiple
times simultaneously. This is useful in cases where the
user may be logged in through the web interface
from multiple locations.

Use Alias on MMP query

Allows using an alias for MMP queries rather than the
User ID.
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Parameter Description
User Group The group assigned to this user; this is required.
Department The user's department. The pull down menu is

populated with Development by default, and by any
previously-entered departments.

A new department can be entered by selecting New,
then clicking ADD and entering the new department
in the text box.

This is required.
Department:

New ’
[ Development '
ENGINEERING

INVENTORY

TETHERING

YARDWORK

Active Directory User

Identifies whether the user is an Active Directory user.

5. Click OK to create the user.
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Managing User Sessions

A list of all users connected to the Kumulate system can be viewed from the Session
Control page.

Use the following procedure to view the Session Control page:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite -

STATUS & ADMINISTRATION ELASTIC CLUSTERS ADOBE SETTINGS

2. Select Security > Session Control.

tIProcessing- A Security~ & DRAC Control~

User Information
Group Information

Session Control @

3. Alist of all users currently connected to Kumulate will be visible as shown on the
following figure:

Session Control

-KEFKE.H

SANDRA 10.1.5.60 1 14:118:24 11:131:44 Kill Session
MNTN 10.1.11.24 1 14:18:25 11:31:45 Kill Session

Parameter | Description

User ID The user connected to Kumulate.

IP Address The IP address from where the user has connected to Kumulate.

Connections | The number of connections this user has made from this IP address to
Kumulate.

Time Out The amount of idle time left before the user is automatically
disconnected.

Last Access | The time the user last accessed Kumulate.

Action Kill Session automatically disconnects the user from Kumulate. The
system will not ask for confirmation of this action.
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Authentication,
Authorization, and Access
Control

Kumulate User Groups control access to the Kumulate system. Each group sets
privileges and access levels for the users in the group. Authentication is accomplished
either through Kumulate, or optionally, through LDAP or SSO (Single Sign On).

Enable Optional Kumulate LDAP Authentication

The groups used by Kumulate must have LDAP group counterparts with exactly
matched names to use LDAP. Users are added automatically to the LDAP user groups.

When users log in to Kumulate for the first time, they are automatically added to the
Kumulate group with the same name as their LDAP group. The Kumulate group sets the
authorization and privileges for users belonging to the LDAP group of the same name.
LDAP groups are only used to authenticate the users.

The Public IP adapter's Preferred DNS server must be configured to point at the LDAP
server IP address on the Kumulate server host.
Internet Protocol Version 4 (TCP/IPv4) Propertiesli-

General

You can get IP settings assigned automatically if your network supports
this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings.

_) Obtain an IP address automatically
®) Use the following IP address:

IP address: 0.1.5 .60
Subnet mask: 255.255. 0 . 0 |
Default gateway: Weil /4510

®) Use the following DNS server addresses:

Preferred DNS server: 0.1.4.2

Alternate DNS server: 8 .8 .8.8
[ validate settings upon exit Ravaedn
o o]
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Enable Optional Single Sign-On Authentication

Enable Optional Single Sign-On Authentication

Note: LDAP authentication must be enabled to use SSO authentication.

A Kumulate system configured to use LDAP authentication can optionally use SSO
authentication.

A user belonging to a Kumulate LDAP user group has the option to use Windows
credentials to log in to Kumulate when SSO authentication is enabled.

Username

O
A=, jsmith

Password

Signln

Clicking the Windows icon from the standard login screen passes the user to the SSO
login screen.

Sign In
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Transcode Engines,
Transcode Profiles, and
Thumbnail Profiles

A Transcode Engine and a Transcode Profile are required to successfully transcode
media. A Thumbnail Extraction Profile is required to successfully extract thumbnails.

The transcode engine is the external application that transcodes video and extracts
thumbnails. A Kumulate system can be connected to more than one transcode engine.

Transcode Profiles provide information about how to transcode specific sources to
specific destinations.

Thumbnail Extraction Profiles describe rules for extracting thumbnails from video
sources.

m Adding a Transcode Engine

m Add a Transcode Profile

m Restore Profiles

m Add a Thumbnail Extraction Profile
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Adding a Transcode Engine

Transcode engines are external applications used to transcode Renditions and extract
thumbnails. Kumulate must be configured to connect to a transcode engine before it
can be used. More than one transcode engine can be connected to the same Kumulate
system.

Use the following procedure to add a transcode engine to Kumulate:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte = ASSET v | QL Enter search tern

STATUS  fts ADMINISTRATION ELASTIC CH CLUSTERS ADOBE SETTINGS

2. Select DRAC Control > Transcode Engine.

A Security~ «2 DRAC Control~ & Modules

3. Click ADD on the Transcode Engine Information page.
Transcode Engine Information

4, Enter values for the Transcode Engine and click OK to add the engine.

Parameter Description

Transcode Engine ID Provide a unique name for the transcode engine.

Description Provide an optional description for the transcode
engine.

Transcode Engine Hostname/IP | The IP address of the transcode engine.

Transcode Engine Port The transcode engine's connection port.

. /\
Kumulate Administration Guide telestream

281



Transcode Engines, Transcode Profiles, and Thumbnail Profiles

Adding a Transcode Engine

Parameter

Description

For transcode

The transcode engine can be used to transcode
Renditions when this option is selected. When the
option is deselected, transcode jobs will not be sent
to this engine.

For extract metadata

The transcode engine can be used to extract
metadata from Renditions when this option is
selected. When the option is deselected, extracted
metadata jobs will not be sent to this engine.

Minimum Priority

The minimum priority job this transcode engine will
accept. The transcode engine will not accept any
job with a priority below this value.

This is useful for creating dedicated transcode
engines that only process high-priority jobs.

Transcode Engine Add

Transcode Engine Configuration

Transcode Engine 1D:
MTE < Required
Description:

Minimum Priority
Lowest ¥ < Required

()

Kumulate Administration Guide

Transcode Engine Hostname/1P:

10.1.5.60 < Required
Transcode Engine Port:

2047 < Required
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Add a Transcode Profile

Transcode Profiles are used to provide a template for transcodes to Kumulate.

The Source Filter option provides information about what type of Renditions are
handled by this profile. The profile is only made visible to Renditions that satisfy the

source criteria.

The Destination Filter provides information about the format to transcode the source

Rendition into.

A Transcode Profile provides the option of performing additional metadata mapping,
as long as this mapping is supported by HQS.

A default Transcode Profile is available for creating proxy Renditions.

Use the following procedure to create additional profiles:

1. Click System > Administration in the menu bar in the Kumulate web interface.

SEARCH

= kumulAte

STATUS  E ADMINISTRATION ELASTICSEARCH CLUSTERS

ADOBE SETTINGS

2, Select Processing > Transcode Profile.

& Content~ 3 Processing ~ 2 Security

Transcode Profile

ston [

files

3. Click Add Transcode Profile on the Transcode Information page.

4. Enter the configuration parameters for the transcode profile and click OK to add the

profile.

Add New Transcode Profile

MName:

QT-h264

Description:

Convert any instance to QT
Operation:

® Transcode Rewrap
Status:

EMABLED v < Required
Source Filter:

Alllnstances A < Required
Destination Filter:

RP_QuickTime A < Required
Extended Metadata:

-
Rename:

Mew v
Attribute:

Profile hd

Kumulate Administration Guide

< Required

| MoDIFY |

| MODIFY |

-~
Celestream

283



Transcode Engines, Transcode Profiles, and Thumbnail Profiles
Add a Transcode Profile

Parameter Description

Name Provide a unique name for the transcode profile.
Description Provide an optional description of the profile.

Status The status is Enabled by default. Select Disabled to prevent

users from using the profile.

Source Filter

Select a resource filter that returns the type of Renditions to
transcode.

Destination Filter

Select a resource filter that defines the parameters of the final
result of the transcode.

Transcode/Rewrap

Select Rewrap to rewrap MXF Renditions with additional
metadata without modifying the video essence.

Rewrap can only be used when rewrapping MXF OP_ATOM and
MXF OP_1A Renditions.

This is set to Rewrap by default.

Extended Metadata

Use this parameter to set metadata values for the destination.
Extended metadata must agree with the HQS parameters.

Rename

This parameter has been deprecated.

Attribute

Select the type of transcode to perform.

Set to Proxy to create a low-resolution proxy. Set to Profile for
all other types of transcodes.

The Required option has been deprecated.

5. Select Set Audio Mapping if audio channels need to be remapped.

% et Audic Mapping

Set Audio Metadata

Audio Filter:

ADD ESSENCE

N Illll ' {

Required

Select an audio essence resource filter from the Audio Filter pull down menu. The

audio essence filter selected must only contain the Number of channels metadata.

The pull down menu will show all audio essence resource filters in the system
regardless of whether they are appropriate resource filters.

Kumulate Administration Guide
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If no appropriate resource filter exists, click ADD to create a new resource filter.
Add Resource Filter

Filter Information:

Hame: : ‘- 5
Audio Essence *

a. Select Number of channels as the metadata, then add the number of channels
for the destination Rendition in the Value text box.
Modify Resource Filter

Fl|l|!r Information:

Name: Description: Type:
audioMapping Audio Essence

Rule Definition:

Metadata: Value:

Number of channels v O contains | ® Not Equal | ® Range

—

Matching Rule Set:
tions

b. Click ADD to add the metadata to the rule set.
Modify Resource Filter

Filter Information:
Name: . Description: Type:
|audioMapping |Audio Essence

Rule Definition:

Metadata: Value:
Bit Depth v O contains | ® Not Equal | ® Range

~ Select All

Matching Rule Set:

Number of channels Contains

c. Click OK to save the resource filter and return to the Transcode Profile page.

d. Select the new resource filter from the pull down menu on the Transcode Profile
page (in the following figure this is audioMapping).

'® 5et Audio Mapping ) Set Audio Metadata

Audio Filter:
|New v

MNew

Audio AAC128
Audio_AAC192
Audio_MP364
audioMapping

7~
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e. Click Add Essence to map the channels.

* Set Audio Mapping Set Audio Metadata

Audio Filter:

appEssence | 2udicMapping M RESET AUDID MAPPING

< Required

€ Essence 0, Audio Filter:audioMapping

Destination Channels Source Channels

Channel 0 0

Channel 1 2

Channel 2 4

Channel 2 6
RESET AUDIO MAPPING |

Additional mappings can be added by clicking Add Essence.

Caution: Do not use Set Audio Metadata.

6. Click OK to save the profile.

7~
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Restore Profiles

Restore Profile configurations are used by Unmanaged Storage Repositories to specify
the Rendition formats that can be copied to them.

When a Rendition does not match an Unmanaged Storage Repository's Restore Profile
is copied to the Unmanaged Storage Repository, Kumulate searches for a transcode
profile that matches the source and destination Rendition and uses it to transcode the
Rendition to the appropriate format before copying it.

Note: an Unmanaged Storage Repository can use more than one Restore Profile and
each can describe a different Rendition format.

Restore Profiles can be created from an Unmanaged Storage Repository's configuration
page, or from the Restore Profile Information page.

Use the following procedure to create a Restore Profile:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite AssET v | Q Enter searc term

STATUS € ADMINISTRATION ELASTICSEARCH CLUSTERS ADOBE SETTINGS

2, Select Locations > Storage.

£ MediaManagement~ B Locations+  Content~
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3. Click Restore Profile Information on the Unmanaged Storage Repository Manager
page.
Storage Location Manager

[1 - 28 V| (28 ltems Returned

Storage Locations
.

Location 1D Status Process
All Restore Profiles available in Kumulate are visible on this page.
Restore Profile Information

Restore Profile Information List

Crerneon |
0 Profile_AVIDINTERPLAYCOPYOUT Default profile for AVIDINTERPLAYCOPYOUT ENABLED
(7] Profile_TEST Default profile for TEST ENABLED
0 Profile_AVIDSTANDALONEUNC Default profile for AVIDSTANDALONEUNC ENABLED
(/] Profile_OMNEONFTP Default profile for OMNEONFTP ENABLED
0 Profile_GENERICUNC1 Default profile for GENERICUNC1 ENABLED
a Profile_GENERICUNC2 Default profile for GENERICUNC2 ENABLED
(7] Profile_PROJECT Default profile for PROJECT ENABLED
o Profile_INTERPLAYCOPYOUTTEST Default profile for INTERPLAYCOPYOUTTEST ENABLED
(/] Profile_TEASL_GENERIC Default profile for TEASL_GENERIC ENABLED
o Profile_XMLUNC Default profile for XMLUNC ENABLED
(7] Profile_SPOTUNC Default profile for SPOTUNC ENABLED
(7] Profile_AVIDINTERPLAYTEST Default profile for AVIDINTERPLAYTEST ENABLED
(7] Profile_K2 Default profile for K2 ENABLED

Restore Profiles can be created, modified, and deleted from this page. However,
since Restore Profiles are used by individual Unmanaged Storage Repositories,
technical support advises creating them from the Unmanaged Storage Repository
where they are intended to be used.

4. Open the Unmanaged Storage Repository Configuration page of the Unmanaged
Storage Repository that will use the Restore Profile and click Restore Profile

Information.
Storage Location Configuration

[ . ] S

5. One profile is always created by default with the Unmanaged Storage Repository.
However, The default profile does not contain enough Video Essence metadata to
use with a Transcode Profile.

Note: The default profile should not be modified. Instead, a more appropriate restore
profile should be added to the Unmanaged Storage Repository.

Restore Profile Information for location: QT

(socrnesn.)
Restore Profile Information List
Ava-lfblf Profiles

Unmanaged Storage Repository, click Add Restore Profile to create a new profile.

7~
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7. Provide the new profile a name in the Name text box.
Add New Restore Profile

Name:

|TOQT | < Required

Description:

Status:

EMABLED ¥ | < Required

Destination Filter:

New ¥ | < Required

8. Select a Destination Filter to use with the Restore Profile, or click ADD to add a new
Destination Filter. The Destination Filter is a Video Essence Resource Filter that
describes the target Rendition.

Note: Do not use the default Resource Filter created with the Unmanaged Storage
Repository.

9. If a new Destination Filter is being used, provide the filter with a name and
(optionally) a description, then click OK.

Add Resource Filter

Filter Information:

Names: Description:

: Type:
RP_QuickTime QuickTime Instance

10. Set the metadata for the filter.
Modify Resource Filter

- -
Filter Information:

Name: Description: Type:
RP_QuickTime QuickTime Instance Video Essence
Rule Definition:

Metadata:

Select Al -

Matching Rule Set:
cti Select

7~
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11. Click OK to return to the Restore Profile page after all metadata has been set.
Add New Restore Profile

ToQT < Required
Description:

Status:

ENABLED ¥ | < Required

Destination Filter:

RP_QuickTime ¥ | < Required

12. Click OK to save the profile. It will appear in the list of Restore Profiles associated
with the Unmanaged Storage Repository.

Restore Profile Information for location: QT

==

Restore Profile Information List

................

ct Description

O OO0 ootieqr | dvsatprotierear | casio

00 O oust

(emesn)

The Transcode Dissimilar For Transfer checkbox will already be selected. This option
must be selected for the profile to be used to transcode a Rendition to the right format
before copying it. The process of transcoding a Rendition before copying it is referred
to as a dissimilar transfer.

ATranscode Profile that uses the same destination metadata as the Restore Profile must
exist for a dissimilar transfer to succeed.

When a dissimilar transfer is made to the location, the Rendition is transcoded to the
cache; then the transcoded Rendition is copied to the destination location. The
Rendition on the cache will be kept unless the Delete Dissimilar From Cache check box
is selected.

If a Transcode Profile that can convert Renditions to the Destination Profile format
exists, the default profile's Transcode Dissimilar For Transfer check box can be
deselected, and its priority can be lowered.

Restore Profile Information for location: QT

A0 RESTORE PROFILE (rernesn)

Restore Profile Information List

oD AESTORE PROFILE (GRamen)

Note: If no Transcode Profile exists, create one using either the same destination filter,
or a destination filter with the same metadata as used in the Restore Profile

7~
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Name:
QT-h264
Required

Description:

Status:

ENABLED v < Required
Source Filter:

AllInstances ¥ | < Required
Destination Filter:

RP_QuickTime ¥ | < Required
Extended Metadata:

) rename:

Mew v
Attribute:

Profile v

Restore Profiles will be visible in the Available Profiles pull down menu and can be used
by any Unmanaged Storage Repository after the profile has been created.

ADD RESTORE PROFILE

Restore Profile Information List

Available Profiles

RPToMXF
RPToMXF
ToQT

1
by
-

Profiles can be edited by clicking the Pencil icon.

A list of Unmanaged Storage Repositories that use the Restore Profile is located on the
right of the Modify Resource Profile dialog.
Modify Restore Profile

Restore Profile Information
Name:
Toar < Required
Description: qr

BACKUPQT

Status:
EMNABLED ¥ | < Required
Destination Filter:
RP_QuickTime ¥ < Required

Note: Any changes to the Restore Profile will affect all listed Unmanaged Storage
Repositories.

7~
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Add a Thumbnail Extraction Profile

Thumbnail Extraction Profiles are used to specify how to extract thumbnails from a
Rendition.

The default Thumbnail Extraction Profile uses scene detection to create up to ten
thumbnails per video. This profile is not suitable for Renditions that are longer than five
minutes.

New Thumbnail Extraction Profiles can be created that are better suited to different
types of Renditions.

Caution: Do not edit the default Thumbnail Extraction Profile.

Use the following procedure to create a Thumbnail Extraction Profile:
1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite ASSET v Q Eater sesrh ter

STATUS & ADMINISTRATION ELASTICSEARCH CLUSTERS ADOBE SETTINGS

2, Select Processing > Thumbnail Profile.

t3Processing~ A& Security~

3. Select a Thumbnail Extraction Type from the Extraction type pull down menu.
Thumbnail Extraction Profiles

(o) o
Add parameters
Extracti : Scene Detection v
raction type IScene Detection [/] Variable Interval Varizble Interval
- B Fixed Interval A,
[EXEEIIE varizole interval__ - [
00 Default configur=t [ 100 180 120
() E

There are two main extraction types to choose from: Scene Detection and Fixed
Interval.

Note: Fixed Interval profiles are not supported on HQS prior to release 1.14.3.

4. Click New to open the Thumbnail Extraction Configuration page and create a new
profile.
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Scene Detection Profiles

Scene Detection selects thumbnails based on scene changes in the video source.

Add parameters

Extraction type: Scene Detection
Configuration id: YouTube Thumbnails < Required
Offset(s): 10 < Required
No. of thumbnails: 1000 < Required
Resolution: 1280 x 720 < Required
Parameter Description
Configuration ID A unique name for the Thumbnail Extraction Profile.
Offset(s) The time (in seconds) from the start of the Rendition and

the end of the Rendition. Thumbnails will begin being
extracted from the offset time after the start of the
Rendition and stop being taken at the offset time before the
end of the Rendition.

Number of Thumbnails | The maximum number of thumbnails to extract.

Resolution The resolution to extract the thumbnails
(width x height)

Fixed Interval Profiles

Fixed Interval extracts thumbnails at fixed intervals in the video source.

Add parameters

Extraction type: Fixed Interval
Configuration id: Every 5s = Required
Offset(s): 5 < Required
Interval(s): 5 < Required
Mo. of thumbnails: 1000 < Reqguired
Resolution: 180 120 < Required

7~
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Parameter Description
Configuration ID A unique name for the Thumbnail Extraction Profile.
Offset(s) The time (in seconds) from the start of the Rendition and

the end of the Rendition. Thumbnails will begin being
extracted from the offset time after the start of the
Rendition and stop being taken at the offset time before the
end of the Rendition.

Number of Thumbnails | The maximum number of thumbnails to extract.

Resolution The resolution to extract the thumbnails
(width x height)

Subtitle and Logo Burn-ins

Kumulate now provides the ability to burn subtitles and/or a logo into a video file as
part of a transfer.

The burn in details and properties, such as subtitle size and logo position, are
configured in the Masstech Transcode Engine using strings set up in the transcode
profiles. After they are configured, these strings must be added to Kumulate as possible
profiles using the following procedure:

1. Navigate to System > Administration > Content > Metadata Management >
Rendition Metadata.

= kumulAte AssE

STATUS & ADMINISTRATION ELASTICSEARCH CLUSTERS ADOBE SETTINGS

& Media Management~ B |ocations~  WwContent~ t3Processing~ & Security~ < DRAC Control~ & Modules & Logs~ About

M
Metadata Management e —

100 wermon ) (rovmeo ) (eresn )

Metadata Management

Asset Metadata
U —

00 ox Combo 20 o Visile
00 w0 us 20 s visble
OO0 | becen 5it Depth Free 50 o Read ooy
060 | oy oan Category Path Free 4000 No Visible
00 « cae Free 500 o Visible
00 = oa Free 50 no visile
00 Definiton Free 20 "o vale
00 Dominant e Free <000 N viible
[7Xx] Frame Rate ust 20 No Read only
00 b U= 20 ro visible
00 |isrmeada Uist Metadata st un 100 No Visible
00 | logoerofie Logo Profie List s0 No Read only
OO | rarked oncomure Marked On Caprure Free 20 o viible
QO |mesosm NLE Meda Troe Free 50 ro Read only
OO0 | rescenion metadata_inst Combo 20 o Visible
OO v MobID Free 250 o Read only
- R — [r—— e 20 ro visile
[/ x] List 20 NO Read only
[/7Xx] Free s0 no Read only
00 us 50 no Raad only
[7Xx] . Combo 20 no Visible
O ©Q | video height Video Height Free 20 Vs Read only
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2. Find and edit either subtitleProfile or logoProfile.
kumulate

TUS &g ADMINISTRATION ELASTIC!

& Media Management~ B | ocations~  '@Content~  t3Processing & Security~ &

Modify Metadata

(o )
Metadata Management

Metadata ID: subtitleProfile | < Required
Metadata Name: Subtitle Profile

Metadata Format:  |List |[ MODIFY LIST VALUES ]

Length: 50

Default Value: »

Type: Instance

Display Mode: Read only A

Mandatory: MO ~

Metadata Group: Default || CREATE NEW/GROUP' ']

3. Select Modify List Value > Add new profiles. Enter the burn-in profiles configured in
the Masstech Transcode Engine.

kumulite o

(ty ADMINISTRATION = ELASTIC

G MediaManagement~ B Locations~  @Content~  tIProcessing= & Security ¥ DRAC Control» & Modules S Logs+ About

List Metadata Values Editor

(e)
=

SUB_PROFILE 1

SUB_PROFLE 1
55 _PROFILE 2 SUg PROFLLE 2
5U8_PROFILE 3 SU8 PROFLLE 3

7~
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After this is done, the Unmanaged Storage Repository(s) must be set up. The burn-in
options work with video servers, but not the cache or a media library. There are two
modes that can be used to generate a burned-in file:

» Manual: In manual mode the user chooses the settings for each file as part of the

transfer action. To enable manual burn-in for a location, navigate to Modify Unman-

aged Storage Repository > Configure > Transfer Tab and set the Enable Burn-in
option to Yes. After saving, three new default settings appear related to Burn-in
options that are configurable defaults for the Ul:

— Subtitle Language
- Default Subtitle Profile
- Logo Profile

= kumulite

€ ADMINISTRATION ELAS

& Media Management~ B Locations ~

Storage Location Configuration

(o)

Storage Location Configuration

Storage Location ID:

[mxF |

[vo v]

[vo v]

COPY v|

Checksum Type: MDs__ v|

Checksum Verification: No Verification v |

= [LOGO_PROFILE 2 v |
english T
[SUBLPROFILE2 v |

Allow Rename:

Append .ITMP Extension to Incomplete
Files:

Capture Mode:

Default subtitle language:
Default subtitle profile:
Enable Burn-in from UT:
No check v
Location Backed by Cloud: NO v

Instance detection pattern:

Not Allowed v |
YES v
Restore Using: Name v|

Pre-allocate Storage Space for Files:

@ Content~

SEARCH

t3Processing~ & Security» & DRAC Control~ & Modules  iE Logs~ About

[ DEFAULT METADATA PROFILE ][ RESTORE PROFILE INFORMATION, ][ LOCATION METADATA MAPPING ]@

Storage Location TYPE:

REPOSITORY v

To perform a manual burn-in for a Virtual Object, transfer it and select a location that
has been configured for manual burn-in. A dialog will appear that has the burn-in

options available for selection.

Kumulate Administration Guide
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» Automatic: In automatic mode the settings are added automatically using prede-
termined parameters added in Restore Profiles. To enable automatic burn-in for a
location, navigate to Modify Unmanaged Storage Repository > Configure > Restore
Profile Information, select a profile and then select Modify Profile. Set Burn In
Enabled to ENABLED.

= kumulAte SSET v

STATUS & ADMINISTRATION ELAS H CLUSTERS ADOBE SETTINGS

£ Media Management~ B Locations~  @WContent=  tProcessing= & Security=  #*DRAC Control+ & Modules  iE Logs~ About

Add New Restore Profile

(Loe ] ==
Restore Profile Information

Name:
‘Proﬂ!e_MXF_BumIn ‘ < Required

Description:

Storage Location Id:

G |

Status:

[EnaBLED v| < Required

Destination Filter:

[ DestFilter_MxF v| < Required

Burn In Enabled:

DISABLED v
R R AT (RS ST T S NPT NN —
DISABLED

This adds the options this restore profile will use for a burn-in:
- Subtitle Language
- Subtitle Profile
- Logo Profile

Set up either Subtitle Language and Subtitle Profile for a subtitle burn-in, logo profile
for a logo burn-in, or both.
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= kumulte

STATUS € ADMINISTRATION

L MedaManagement~ B Locations»  @Content+  t3Processing= 4 Security» & DRAC Control» & Modules i€ Logs~ About

Modify Restore Profile

([ox ) RESET

Restore Profile Information

Name:

Profile_MXF_Burnln < Required

Description: MXF

Storage Location Id:
MXF

Status:
ENABLED ¥ | < Required

Destination Filter:

DestFilter_MXF V| < Required

Burn In Enabled:
ENABLED v

Subtitle lanquage:
english

Subtitle Profile:
SUB_PROFILE_L1 v

Logo Profile:
LOGO_PROFILE_1 v

This restore profile will now use these settings. When a Virtual Object is transferred to a
location that has automatic burn-in configured, the burn-in process will be executed as
part of the transfer.

Note: Multiple restore profiles with different settings can be configured on the same
location.

7~
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Workflows

Workflows automate operations on Virtual Objects and Renditions. Each workflow
consists of one or more profiles, each consisting of a trigger and a command.

Profiles are triggered on Kumulate events, such as creating new Renditions or changing
metadata, or they can be triggered by the completion of another profile. More than one
profile can be triggered on the same event, allowing them to run in parallel.

A workflow is considered completed once all its profiles are completed.

Note: If a workflow includes a profile that deletes a Virtual Object, the workflow will
not enter the completed state even if the Virtual Object was successfully
deleted.

m Profiles
m Triggers
m Commands

m Create a Workflow
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A workflow profile consists of a

Workflows
Profiles

300

trigger and a command. The command is executed

when the conditions for the trigger are met.

Processing Profile Information

[Lox )

Profile Information
Profile ID: Description:
|ExtractMetadata ]
Retry: = Priority:
Unlimited v | Normal

Filter:
OnGenericUNC1

DiscoverOnGenericUNC v |(1a00]|
Trigger ID:

DiscoverOnGenericUNC1

Commands
| Configured Commands

[Exractretadats v [(wond)
nd

Command 1D:
ExtractMetadata

Number of executions: ey
Extract Metadata

[Extract metadata from discovered

* o) Croom Goomme ) [

A\VIDIAL

Transient v
Email Notifications
E-mail template:

Completed Profile <No filter>

Asset/Instance filter:

Failed Profile <No filter>

Completed Profile <No filter>

Cancelled Profile <No filter>

A workflow consists of one or more profiles.

Workflow Definition

1D:
TranscodeCopyExtract
Descriptions
Proxy,Copy, Thumbnails

< Required

) Exclusive Workflow
Status:

Adive ]

D —th

Extract thumbnails

Kumulate Administration Guide

Extract mezadaca from di

Create low-resolution prowy

Trigger Command Attribute
d D =wUNC1 Transient
ExtractMezsdatalone CopyHDToCache Fimal
EstractMesdatalione CreateProny Final
ProwyCreated SecProcyFiag Transient
PronyDene CreszéThumbnal Fimal
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Each profile command will have its own entry on the Jobs page when the workflow
executes. However, individual profile commands cannot be canceled.

OPERATION ENGINE SOURCE ~ DESTINATION STATUS USER ADDED STARTEDAT  PRIORITY

Note: If a profile is configured to run the delete command, this command will not
appear in the Jobs view.
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Triggers

A workflow profile's command executes on the event defined by the trigger. If the
trigger is not configured properly, the command will not execute, or will not execute

under the right conditions.

Triggers are configured with a unique ID, an event, and one or more filters. Filters are
non-ACL resource filters that narrow down the trigger to events that occur to specific
types of Virtual Objects or Renditions, on specific Unmanaged Storage Repositories, or

with specific metadata.

The following events can be used as triggers:

Trigger

Description

Add Rendition

The command is triggered when a Rendition is added
to a Virtual Object.

Add Virtual Object

The command is triggered when a Virtual Object is
added to Kumulate.

Add Segment

The command is triggered when a segment is
created.

Delete Rendition

The command is triggered when a Rendition is
deleted.

Delete Virtual Object

The command is triggered when a Virtual Object is
deleted.

Delete Segment

The command is triggered when a segment is
deleted.

PreparedCompleted

The command is triggered when the metadata in the
Workflow Manager Module's Prepare Completed
Virtual Object Metadata field is modified.

PreparedCompletedRenditio
n

The command is triggered when the metadata in the
Workflow Manager Module's Prepare Completed
Rendition Metadata field is modified.

ProfileCompletion

The command is triggered by the completion of
another profile's command.

Rename Virtual Object

The command is triggered when a Virtual Object is
renamed.

Timer

Used to trigger the command at specific times, or at
specific time intervals.

Update Virtual Object

The command is triggered when Virtual Object
metadata is updated.

UpdateList

Kumulate Administration Guide
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Add Rendition Event

The profile's command is triggered when a Rendition is added to a Virtual Object.

This event is used in situations where a command must be executed when a new
Rendition is discovered or created. The filter is used to refine the type of new Rendition

Filter:

[Transcodedracoche _+ [fsoo] (o) (oo ) oo |

Trigger ID:
TranscodedToCache
Event:

Add Instance v

In this case, the command is triggered when a new low-resolution proxy is created on
the cache.

The ProxyOnCache resource filter is a Rendition resource filter that selects cache
Renditions with MP4 Rendition format.

Matching Rule Set:

& Select Metadata Matching Rule Set Lower Value
Instance Format Contains Mmps
Storage Location Name Contains MASSSTORE

More than one filter can be used instead of one specific filter and shown in the
following figure:

TranscodedToCache v ["’"J OnCache
Trigger ID:

TranscodedToCache MP4Instance
Event:

Add Instance v

In this case, the OnCache filter selects Renditions on the cache, and the MP4Rendition
filter selects Renditions with MP4 Rendition format. The command will be triggered
when a new Rendition is added that is selected by both resource filters.

To trigger the command if a new Rendition is discovered on either of two Unmanaged
Storage Repositories, two Rendition resource filters that select Renditions on specific
Unmanaged Storage Repositories can be used instead of one resource filter.

Filter:

| DiscoveredonUNC v |(laoo]] OnGenericUNC1 v (1400 )| (moorer |
R ]
v

Trigger ID: . ’ ’ : :
oot ooz ls=rel]

Event:
Add Instance

In this case, the command will be triggered when a new Rendition is detected on either
the GenericUNC1 or GenericUNC2 locations.
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Add Virtual Object Event

The profile's command is triggered when a new Virtual Object is created. This event is
used when a command must be executed whenever a new Virtual Object is created.
The filter is used to refine the conditions that will trigger the command.

Filter:

(oo oo (oo |

Event:

Add Instance v

In this case, the command is triggered when any Virtual Object is created. Use a
different resource filter to trigger the command when a Virtual Object is created with a
certain set of metadata attributes.

' Filter:
[ — (o) (o) Goores |

The AvidLocation resource filter is a Virtual Object resource filter that selects Virtual
Objects with sources on the AVIDSTANDALONE Unmanaged Storage Repository.
Matching Rule Set:

Select Metadata Matching Rule Set Lower Value
AVIDSTANDALONE

Storage Location Name

Filter:
AvidLocation
OR
OnGenericUNC1

In this case, the AvidLocation filter selects sources on the AVIDSTANDALONE location,
and the OnGenericUNCT1 filter selects sources on the GENERICUNCT1 location. The
command will be triggered when a Virtual Object with a source on either of these
Unmanaged Storage Repositories is created.

Add Segment Event

The profile's command is triggered when a segment is created. This event is used when
a command must be executed when a segment is created in a Virtual Object that
satisfies the resource filter.

Configured Triggers Filter:

(ceaeseoment ___+ [jon] Err— () )

Trigger ID:
CreateSegment

Event:

Add Segment v
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In this case, the command is triggered when a segment is created in any Virtual Object.
Use a different resource filter to trigger the command when a segment is created in a
particular set of Virtual Objects.

| Configured Triggers Filter:

[ctesonent w0l cecenests o oo oora ]

Event:

Add Segment v

The DecemberAssets resource filter is a Virtual Object resource filter that selects Virtual
Objects that were created in December.
Matching Rule Set:

Select Matching Rule Set  Lower Value Upper Value
/7]x] o Creste Dae Range 0151201 20160101

Delete Virtual Object Event

The profile's command is triggered when a Virtual Object is deleted. This event is used
when a command must be executed whenever a Virtual Object that satisfies the
conditions of the filter is deleted.

Filter:

@3

Event:

Delete Asset v

In this case, the command is triggered when any Virtual Object created in December
2015 is deleted. The DecemberAssets resource filter is a Virtual Object resource filter

that selects Virtual Objects created in December 2015.
Matching Rule Set:
C Select Matching Rule Set  Lower Value Upper Value
{7 o \:| Create Date Range 2013-12-01 2016-01-01

A profile that triggers on the deletion of a Virtual Object cannot operate on that Virtual
Object. The profile can only use the Notify or Synchronize command.

Delete Rendition Event

The profile's command is triggered when a Rendition is deleted. This event is used
when a command must be executed when a Rendition that satisfies the conditions of
the filter is deleted.

Configured Triggers

Filter:
CET— o ] [

Trigger ID:
OnDelete

Event:

Delete Instance v
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In this case, the command is triggered when a low-resolution proxy is deleted from the
cache. The ProxyOnCache resource filter is a Rendition resource filter that selects cache
Renditions with MP4 Rendition format.

Matching Rule Set:

ions Select Metadata Matching Rule Set Lower Value
/ o o Instance Format Contains Mps

00 @] Storage Location Name Contains MASSSTORE

More than one filter can be used instead of one specific filter.
Triggers

Configured Triggers - Filter:

onDelete v {[woo] (200 [mooree )

Trigger ID: AND M .

(o0]) (pom) seroe

[Event:

Delete Instance v

In this case, the OnCache filter selects Renditions on the cache, and the MP4Rendition
filter selects Renditions with MP4 Rendition format. The command will be triggered
when a Rendition selected by both resource filters is deleted.

To trigger the command if a Rendition is deleted on either of two Unmanaged Storage
Repositories, use two Rendition resource filters that select Renditions on specific
Unmanaged Storage Repositories.

Filter:

[scovarsdonunic_ [oool) Oncenerionct |00 o)

Trigger ID: . ) y
orcenerionca— [(wol e o]

Event:

Add Instance v

In this case, the command will be triggered when a Rendition is deleted from either the
GenericUNC1 or GenericUNC2 locations.

Delete Segment Event

The profile's command is triggered when a segment is deleted. This event is used when
a command must be executed when a segment is deleted from a Virtual Object that
satisfies the resource filter.

Filter:

[octesegnent (o) (1) (o) (roome )

Trigger ID:
DeleteSegment
Event:

Delete Segment v
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In this case, the command is triggered when a segment is deleted from any Virtual
Object. Use a different resource filter to trigger the command when a segment is
deleted from a particular set of Virtual Objects.

Configured Triggers Filter:

[bsetesegnent o) (i) (o) o)

Trigger ID:
DeleteSegment
Event:

Delete Segment v

The DecemberAssets resource filter is a Virtual Object resource filter that selects Virtual

Objects that were created in December.
Matching Rule Set:

Select Matching Rule Set  Lower Value Upper Value
/ 0 ] Create Date Range 2013-12:01 2016-01-01

PreparedCompleted Event

The profile's command is triggered when the specific Virtual Object metadata listed in
Workflow Manager Module's Prepare Completed Virtual Object Metadata parameter is
modified. The filter specifies the metadata values that will trigger the command.

Filter:

[Usertamechanged —_+ [(voo]) 0] oo )

 Trigger ID:
UserNameChanged

Event:

PreparedCompleted v

In this case, the command is triggered when a particular user name is added to the
AddedBy custom metadata element.
Matching Rule Set:

Matching Rule Set Lower Value
[) 0 o Addedgy Contains Sandra
In the Workflow Manager Module, the Prepare Completed Virtual Object Metadata will
list this metadata.

WORKFLOW MANAGER Module Configuration

Command Retry Interval (sec): 600
Oub List Refresh Interval (sec): 60
E-mail Queue Capacity: 500

Available asset metadata: Selected asset metadata:
_ASSET_FREE a  AddedBy a
_ASSET_LIST ]
Prepare Completed Asset Metadata: _ASSET_LTEXT B
_ASSET_NUMBER
Asset Id
Asset Type N
Available instance metadata: Selected instance metadata:
_INST_COMBO - a

Prepare Completed Instance Metadata: _INST_FREE E

AFD - -

Trace Level: NORMAL
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To trigger the command on more than one metadata element, enter a comma-
separated list of metadata in the Workflow Module's Prepare Completed Virtual Object
Metadata parameter.

WORKFLOW MANAGER Module Configuration

WORKFLOW MANAGER Information

Command Retry Interval (sec): 600

Dub List Refresh Interval (sec): 60
~/ E-mail Queue Capacity: 500
Available asset metadata: Selected asset metadata:
Purge Date a| |Addedsy =
rating_code View By All
Prepare Completed Asset Metadata: Source ;E
Title

User Private Data
_ASSET_COMBO b,

Available instance metadata: Selected instance metadata:
_INST_COMBO -

_INST_DATE i

Prepare Completed Instance Metadata: INST_FREE E
ZINST_LIST
_INST_NUMBER
AFD

-

Trace Level: NORMAL

In this case, the PreparedCompleted trigger can use changes to the AddedBy and View
By All custom metadata to trigger the command. If changes to both the metadata are

required to trigger the event, both metadata can be set in the same filter.
Triggers

Filter:

Configured Triggers
[addede viewayalchans v [[aon] (oo (oo ) (oo s

Trigger ID:
AddedByViewByAllChanged

Event:

Add Instance v

In this case, the AddedByViewAll Virtual Object resource filter filters both AddedBy and

View By All custom metadata.
Matching Rule Set:

Metadata Matching Rule Set Lower Value

0 o ] View By All Contains YES
(/X x] o AddedBy Contains Sandra

Filter:

[sddayviensyaichonc + (o) sagecopame + |[ooo]) voor]

AND v

(200 (oot (nerove |

Trigger 1D:

Event:
Add Instance

In either case, all the metadata listed must be modified at the same time for the
command to be triggered.

B save ©) 2 Transfer~ M Delete

View By All YES
AddedBy Sandra

Use an OR operator to allow the command to be triggered using any of the metadata
listed in the Workflow Manager Module.

7~
Kumulate Administration Guide telestream



Workflows
Triggers

PreparedCompletedRendition Event

The profile's command is triggered when the specific Rendition metadata listed in

Workflow Manager Module's Prepare Completed Rendition Metadata field is modified.
The filter specifies the metadata values that will trigger the command.

aderemporay v (o]

Trigger ID:
MadeTemporary

Event:

PreparedCompletedinsta ¥

Filter:
(oo (0w (oo

In this case, the command is triggered when a Rendition's IsTemporary custom
metadata element has been set to YES.

Matching Rule Set:

Metadata
1sTemporary Contains YES

Matching Rule Set Lower Value

In the Workflow Manager Module, the Prepare Completed Rendition Metadata will list
this metadata.

WORKFLOW MANAGER Module Configuration

WORKFLOW MANAGER Information

Command Retry Interval (sec):
Dub List Refresh Interval (sec):

E-mail Queue Capacity:

Prepare Completed Asset Metadata:

Prepare Completed Instance Metadata:

600

60

500

Available asset metadata:
_ASSET_COMBO =
_ASSET_DATE E

Selected asset metadata:

_ASSET_FREE

_ASSET_LIST

_ASSET_LTEXT

_ASSET_NUMBER ¥

Available instance metadata: Selected instance metadata:
File Size - IsTemporary

Kumulate Administration Guide

Frame Rate
Gop Structure E
Instance Format

Instance Status

Last Update =

To trigger the command on more than one metadata element, enter a comma-
separated list of metadata in the Workflow Module's Prepare Completed Rendition
Metadata parameter.

WORKFLOW MANAGER Module Configuration

'WORKFLOW MANAGER Information
Command Retry Interval (sec): 600
Dub List Refresh Interval (sec): 60
E-mail Queue Capacity: S00
Available asset metadat Selected asset metadata:
_ASSET_COMBO
_ASSET_DATE
Prepare Completed Asset Metadato: ASSET_FREE E
ASSET_LIST
TASSET_LTEXT
_ASSET_NUMBER v v
e ———— T Selected instance metedate:
Frame Rate - IsProxy
Gop Structure IsTemporary
Prepare Completed Instance Metadata: Instance Format E
Instance Status
Last Update
Marked On Capture - ~
Trace Level: NORMAL

In this case, the PreparedCompletedRendition trigger can use changes to the
IsTemporary and IsProxy custom metadata to trigger the command. If changes to both
the metadata are required to trigger the event, both metadata can be set in the same
filter.
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Configured Triggers Filter:

T ) () () (o]

Trigger ID:
SetToTempProxy
[Event:

PreparedCompletedInsta ¥

In this case, the IsTempAndProxy Rendition resource filter filters both AddedBy and

IsProxy custom metadata.
Matching Rule Set:
ctions Metadata Matching Rule Set Lower Value
/Xx] @ IsProxy Contains YES
a o O IsTemporary Contains YES

Filter:

SetToTempProxy ¥ [MJ IsTemporary

Trigger ID:
SetToTempProxy IsProxy

Event:

In either case, all the metadata listed must be modified at the same time for the
command to be triggered.
@Save '0 & Transfer » ::Transcodev EExtraclMetadata @ExtractThumbnailsv ﬁDeIete

|sTemporary YES
IsProxy YES

Use an OR operator to allow the command to be triggered using any of the metadata
listed in the Workflow Manager Module.

ProfileCompletion Event

The profile's command is triggered when another profile's command completes. This
event is used when a the command must be executed after a previous command has
completed. The Processing Profiles pull down menu will list the profiles used in the
workflow that is being modified. Select the profile that will trigger this profile.

Processing Profiles:
CreateProxy

ExtractMetadata
CreateProxy k

ExtractThumbnails

For example, a profile that extracts thumbnails will be executed after CreateProxy, a
profile that creates a low-resolution proxy, completes.

Triggers
Configured Triggers Processing Profiles:

| ProxyDone v |(woni] CreateProxy v

Trigger ID:

Event:
ProfileCompletion
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Rename Virtual Object Event

The profile's command is triggered when a Virtual Object is renamed. This event is used
when a command must be executed when a Virtual Object that satisfies the resource
filter is renamed.

Commands

|Configured Commands
RenameAsset v |(o0]]
[Command 1D:

Action:
Modify Metadata v I ToCache

In this case, the command is triggered when any Virtual Object is renamed. Use a
different resource filter to trigger the command when only certain Virtual Objects are
renamed.

(Configured Triggers - Filter:
Reameisset " (oo} (pon]) (o0 (romes |

Trigger ID:
Event:
The DecemberAssets resource filter is a Virtual Object resource filter that selects Virtual

Objects that were created in December.
Matching Rule Set:

Select Matching Rule Set  Lower Value Upper Value
[/]x] Q Cresce Dare Rsnge 20151201 2016-01-01

Timer Event

The Timer trigger is used to trigger the command at specific times, or at specific time
intervals. Unlike other profiles, a profile that use a timer profile must be started
manually using the Start button.

0 00 TimedRename Renames assets

After the Start button is pressed, the profile is triggered according to the timer
configuration.

Note: The Start button is active even though it appears grayed out.

The Start button changes to a Stop button when it is clicked. The Stop button stops the
profile from being triggered. The profile should be stopped before it is edited.

Rename Assets

0 oo TimedRename

The Run button is used to run the profile only one time. Clicking the Run button
triggers the command immediately, regardless of the timer settings.
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To configure the command to be triggered at specific time intervals, keep the Simple
cron pattern option deselected, and add the time interval (in seconds) to the field.

Filter:

igerverysatiour (0] e e e

Trigger ID:
TriggerEveryHalfHour
Period in seconds or
1 | .S'Inple «cron pattern :

To configure the command to be triggered according to a schedule, select the Simple
cron pattern check box; an interval pull down menu will open.

uSimpIe cron pattern :

=0 minute ¥

Select whether you want the profile triggered every minute, hour, day, week, month, or
year.

ﬁmple cron pattern :
Every

day

week k
LU 20T month
nohs| year

Simple cron pattern :

e VA EXA R

You can click Cron schedule pattern for more information.

Note: Cron scheduled jobs that cross between standard time and daylight savings
time may behave unexpectedly when the time change happens.

The filter is used to select Virtual Objects or Renditions on which to run the command.
To run the command on any Virtual Object, use AllAssets, and to run the command on
any Rendition, use AllRenditions. Otherwise, select the appropriate filter. For example,
to only run the command on Renditions on a specific Unmanaged Storage Repository,
select a Rendition resource filter that selects Renditions on that location.

Filter:

[Tigereveryvatiour _~ [(soo]) (oo (oo (rom e ]

Trigger ID:
TriggerEveryHalfHour

Period in seconds or
: E simple cron pattern :
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In this case, the OnGenericUNC1 resource filter selects Renditions on the GenericUNC1
Unmanaged Storage Repository.

Matching Rule Set:
Actions Select Metadata Matching Rule Set Lower Value

/]x] C

0 0 @ Storage Location Name Contains GENERICUNC1

Instance Format Centains GENERIC
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Commands

A profile's command defines the action to perform on the Virtual Object or Rendition
that triggered it. Commands are configured with a unique ID, an action, and one or
more attributes. Attributes are non-ACL resource filters that select the Rendition or
Virtual Object on which to perform the action, or select and set the metadata that
needs to be modified, depending on the type of action.

The command's action will appear under the workflow name in the Jobs view of the
web interface when the workflow executes.

Executed command: Processing_WF TranscodeCopyExtract

OPERATION ENGINE SOURCE DESTINATION USER ADDED STARTED AT PRIORITY

Kumulate performs a check on the command prior to its execution. If there is nothing
to do for a command because a Rendition it creates already exists, its metadata is
already extracted, or no Renditions or Virtual Objects match its attributes, the
command will not be executed, its profile will not complete, and the workflow will
never enter the completed state.

The following actions can be taken by the command:

Command Description

Batch This has been deprecated. This will be replaced with the
upcoming Story Board feature.

Copy Copy a Rendition from one Unmanaged Storage Repository
to another.

CreateThumbnail Extract a thumbnail from the proxy Rendition.
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Command Description

Delete Delete a Virtual Object or a Rendition.

Extract Content Info Extracts clip Rendition information.

Extract Metadata Extract metadata from the Rendition that triggered the
command.

Modify Metadata Modify the metadata of the Virtual Object or Rendition that
triggered the command, using the attributes set in the
command.

Notify Used only with Harris databases. Sends a notification to a
Harris database.

Rename Virtual Object | Used to rename the Virtual Object.

Synchronize Synchronizes two connected Kumulate systems.

Transcode Transcode a Rendition using the transcode profile specified
in the command attributes.

Copy Command

The Copy command copies the Rendition that triggered the command, or a Rendition
of the Virtual Object that triggered the command, from one location to another.

Note: Kumulate checks whether a Rendition belonging to the Virtual Object being
processed exists on the destination before running the command. If a
Rendition exists on the destination, the command will not be run. No message
will be generated.

The command needs two attributes. The first attribute is the source location, and the
second attribute is the destination location.

Commands

ToGenericUNC2
Transcodelnstance

Both attributes are Rendition resource filters. The source location attribute must
include the source location's name. a Rendition format can be provided if only certain
Rendition formats should be copied to the destination.

0 0 | Instance Format Contains GENERIC
0 0 g Storage Location Name Contains GENERICUNCL
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Only the destination location name is required in the destination location attribute.
However, to ensure that Kumulate does not attempt to copy an incompatible Rendition
to a location, the expected Rendition format should also be included in the attribute.

Create Thumbnail Command

The Create Thumbnail command extracts thumbnails from a Rendition.

Note: If thumbnails have already been extracted for the Rendition's Virtual Object,
the command will not be run. No message will be generated.

The command requires a Rendition resource filter attribute that selects the type of
Renditions from which to extract the thumbnails, and the thumbnail extraction profile
to use.

Commands

Configured Commands 2 Selected Attributes:

CreateThumbnail v [m] GenericUNC2 a I ProxyOnCache

Command ID: InstanceMetadata

CreateThumbnail InstanceToChange

D] (o]
IsProxy \m]
Number of executions: Action: IsTempAndProxy

O IsTemporary ___~

Create thumbnail configuration

[Extraction type: Configuration:
| Scene Detection Default configuration ¥

In this example, the default thumbnail extraction profile is used to extract thumbnails
from Renditions selected using the ProxyOnCache Rendition resource filter. If custom
thumbnail extraction profiles have already been created, they can be selected from the
Configuration pull down menu.

Commands
Configured Commands

[Crestsmhumbnal—+ |o01)
[Command ID:
)

[oorer )
Action:
Create Thumbnail v

Create thumbnail configuration

Number of executions:

In this example (see the previous figure), the ExtractFive thumbnail extraction profile is
used to extract thumbnails.

New thumbnail extraction profiles can be created by clicking Modify next to the
Configuration pull down menu. Follow the instructions in the section on thumbnail
extraction profiles.

Note: Only the Scene Detection extraction type is currently supported.
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Delete Command

The Delete command deletes Virtual Objects or Renditions that satisfy the conditions
set in the command's attributes. If no Virtual Object or Rendition exists that satisfy the
attribute, the command will not run.

The Delete command requires one attribute that selects the Virtual Object or Rendition
to delete. To delete a specific Rendition from the Virtual Object, select a Rendition
resource filter from the list of attributes.

Commands

ALaCache
AddedByName
AddedByViewByAll

In this case, the NonProxyOnCache attribute is a resource filter that selects a Rendition
on the cache that is not the low-resolution proxy.

Matching Rule Set:
cH Select Metadata Matching Rule Set Lower Value

[/7Xx) Instance Format Contains GENERIC
[ /X x] Storage Location Name Contains MASSSTORE

Note: If the command deletes the Virtual Object that was passing through the
workflow, the action will not appear in the list of jobs. The workflow will also
never enter the completed state even if all its commands were completed
successfully.

Extract Metadata Command

The Extract Metadata command extracts metadata from one or more Renditions.

Note: Kumulate checks the metadata before running the command. If metadata has
already been extracted from the Rendition, the command will not run.
Consequently, the workflow may not enter the completed state.

Select a Rendition resource filter attribute that narrows down the type of Rendition
from which to extract the metadata.

Commands

ExtractMetadata
nmand ID:
ExtractMetadata

Action:
Extract Metadata

In this case (see previous figure), OnGenericUNCT selects Renditions that are located on
the GENERICUNC1 Unmanaged Storage Repository.

tio Matching Rule Set Lower Value|
0 o (1] Instance Format Contains GENERIC
@ o [ Storage Location Name Contains GENERICUNC1
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Note: The Extract Metadata command only runs on Renditions.

Modify Metadata Command

The Modify Metadata command modifies the metadata of the Virtual Object being
processed, or of a Rendition being processed. Administrators can now assign a default
set of pinned metadata fields.

Note: Kumulate checks the metadata before running the command. If the Virtual
Object or Rendition metadata is already set, the command will not be run. No
message will be generated.

When modifying Virtual Object metadata, the command takes only one attribute that
defines the new metadata values. When modifying Rendition metadata, an additional
attribute selecting the Renditions to modify must be used.

Note: Only select one metadata-modifying attribute. The profile will not be triggered
if more than one attribute is used.

To modify the metadata of the Virtual Object being processed, select an attribute that is
a Virtual Object resource filter that modifies metadata.

Commands

In this case (see previous figure), the RenameAsset attribute changes the Virtual Object

name and title.
Matching Rule Set:
tions Select Metadata Matching Rule Set  Lower Value
0 o ) Name Contains Things Fall Apart
0 0 ) Title Contains The Centre Cannot Hold

Select two Rendition resource filter attributes to modify the metadata of a Rendition.
The first attribute in the list filters the Renditions that will be modified, and the second
attribute modifies the Rendition metadata.

Note: If no Rendition satisfies the first attribute, the command will not run.

Commands
Configured Commands

[setinstanceroorory v (o)

|Command 1D:

SetInstanceToProxy

[Number of executions:

Action:
[ vodfy Metadata
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In this case (see previous figure), ProxyOnCache selects the low-resolution proxy on the

cache.
Matching Rule Set:
ions Select
I o (0] Instance Format Contains Mpe
00 ( Storage Locaton Name Contains MASSSTORE

IsProxy Contains YES
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Transcode Command

The Transcode command transcodes the Rendition the workflow is operating on using
the selected transcode profile.

Note: Kumulate checks whether a Rendition that matches the transcode profile exists
on the destination before running the command. If a Rendition that matches
the profile exists on the destination, the command will not be run. No message
will be generated.

Select a transcode profile from the list of attributes.

Commands

Only one transcode profile can be used at a time. If more than one transcode profile is
selected, the command will not run. No message will be generated.
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Create a Workflow

Workflows are used to automate tasks. Each workflow is composed of a set of profiles
that execute commands when triggered by specific events in Kumulate.

Use the following procedure to create a workflow:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite G

STATUS  tk ADMINISTRATION ELASTICSEARCH CLUSTERS ADOBE SETTINGS

2. Select Processing > Workflow Information.

-1 Processing ~ 2 Security~

3. Click Add Workflow on the Workflow Information page.

Workflow Information

‘'orkflow Definitions
Add workflow

4., Use the ID field to provide a unique name for the workflow. Optionally, a
description of the workflow can be added. The workflow name should reflect the
actions performed by the workflow.

Workflow Definition

TranscodeCopyExtract Required
| Description:
Proxy,Copy, Thumbnails

Exclusive Workflow
Status:

Active v

5. Select the Exclusive Workflow check box if this workflow should run only when no
other workflow is running.

Workflow Definition

Workflow Definition

ID:

TranscodeCopyExtract < Required
Description:

Proxy,Copy, Thumbnails

L Exclusive Workflow ”
o

Active v
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6. The workflow Status can be set to Active or Inactive. An inactive workflow is not
executed.

Note: Do not use the Test status.

Workflow Definition

ID:
|TranscodeCovaxtract | < Required
Description:

|Proxy,Copy,ThumbnaiIs |

) Exclusive Workflow
Status:

7. Click OK to save the workflow. You will be returned to the Workflow Information
page.
8. Click the Pencil icon next to the workflow to add profiles to the workflow.

Workflow Information

orkflow Definitions

est Preview Actions pis] Descriptiom
@ £ rrocessotsmap

(] 6 g ProcessPitchblue

o [ 7] €) rrocessspoTUNC
(0] @ o ProcessTEASLInstances

o [ 7] €) rrocessxmLuNC

TranscodeCopyExtract Proccy,Copy, Thumbnails

ADD WORKFLOW

Modify current workflow h
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Create a Profile

A workflow is composed of at least one profile. Profiles execute commands when they
are triggered by an event. After creating a workflow, click Add Profile from the
Workflow Definition page to open the Processing Profile Information page.

Workflow Definition

Workflow Definition
1D:
‘TranscodeCopyExtract < Required
Description: .

|Proxy,Copy, Thumbnails

L Exclusive Workflow

[Active v |

Processing Profile Information

Profile Information
Profile 1D: Description:
Retry: Priority: )
| Unlimited v | Normal v

Filter:

(Gon ) (ooer | (oo emren L F T

Attribute

| Final v
Email Notifications
E-mail template: Asset/Instance filter:
Completed Workflow <No filter>
Completed Workflow <No filter>
Completed Workflow <No filter>
Completed Workflow <No filter>

The profile must be given a unique name. The name should reflect what the profile
does, so it should include an action word such as extract, transcode, or copy. Because
several profiles may exist that perform the same action, a way of differentiating

between the different profiles that perform the same actions should be used.

Profile ID: Description:

[Extract \Discover and extract metadata |
Retry: Times: i Priority:
| Specified v |3 _Normal v]

The maximum number of times its command can be retried upon failure, and its
priority must also be provided.
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Parameter | Description

Profile ID A unique profile name.

Completed profiles can be used as triggers in their workflows. A
descriptive name helps differentiate between the profiles in the
workflow, making it less likely that a trigger will be misconfigured.

Profiles should be named after the function they perform. For example,
a profile that extracts metadata from a newly-discovered Rendition
could be ExtractMetadataFromNew.

Description | A description of the profile can help differentiate between similar
profiles. This is optional.

Retry The number times to retry the command if it fails. By default, retry is set
to unlimited, meaning that the command will be retried infinitely. The
retry interval is set in the Workflow Manager Module.

Priority The command’s execution priority. This defaults to normal.

Configure the Trigger

The profile's command is executed when a trigger event is detected. If the trigger is not
configured properly, the command may not execute, or it may execute at an
unexpected moment.

The section on Triggers provides additional information about configuring different
types of triggers.

To use a previously-configured trigger, select a trigger from the Configured Triggers
pull down menu.

DiscoverOnGenericUNC1
ExtractDone
ExtractMetadata k
OnDelete
TheCopyDone
TranscodeDone

—

This will automatically populate the trigger fields. Do not forget to save the trigger.

Use the following procedure to create a new trigger:
1. Click ADD in the Triggers page.

Filter:

EECT 0T (] e
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2. Enter a unique name for the trigger in the Trigger ID field.

The trigger name should reflect the event associated with the trigger; for example,
RenditionDiscoveredOnSL, or TranscodeCompleted. Because several triggers may
exist that are triggered on similar events, a naming scheme that differentiates
between the similar triggers should be used.

3. Select the event that will trigger the command from the Event pull down menu.
More information about events can be found in the Triggers section.

4, Select a resource filter that identifies the conditions that will trigger the command
for the event from the Filter drop-down menu.

Click Add to create a new non-ACL resource filter if no suitable filter is available.

Note: Do not modify an existing resource filter unless it is certain that this resource
filter is not used in another profile or workflow, and is not used in another part
of Kumulate. Filters can be used in more than one trigger, and also in
commands. To prevent confusion, filter names should reflect the types of
objects that it selects; for example, NewRenditions or RenditionsOnCache.

5. To add more than one filter, click Add Filter and select whether both or either filter
condition must be satisfied.

Filter:

= [
OR v
TranscodeInstance v [mj (mso01ev] [J

Filter:
| DiscoveronGenericuC v |(ioof) (2 | ) () O o st Basea

Trigger 1D:
DiscoverOnGenericUNC1

Event:

Configure the Command

Configure the command that will execute when the trigger conditions are detected. If
the command is not configured properly, it might not execute, or it may produce
unexpected results. See the Commands section for more information.

To use a previously configured command, select a command from the Configured
Commands pull down menu.

DiscoverOnGenericUNC1
ExtractDone

ExtractMetadata k
OnDelete
TheCopyDone
TranscodeDone

|1u§£ml|ﬂ!§lﬁj§ I
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Use the following procedure to create a new command:
1. Click ADD on the Commands page.

Commands

o))

2. Enter a unique name for the command in the Command ID text box. The
command's name should reflect the type of action it will execute; for example,
CreateProxyRendition, or ExtractThumbnails. Because several commands may exist
that perform similar actions, a naming scheme that differentiates between the
similar commands should be used.

3. Enter the number of times to execute the command in the Number of executions
text box.

4, Select the command to execute from the Action pull down menu. See the
Commands section for more information.

5. Select a resource filter the command will act on from the Attributes pull down
menu. Click Add to create a new non-ACL resource filter if no suitable filter is
available.

Note: Do not modify an existing resource filter unless it is certain that this resource
filter is not used in another profile or workflow, and is not used in another part
of Kumulate. Attributes can be used in more than one command and in
triggers. To prevent confusion, attribute names should reflect the types of
objects selected; for example, CacheLocation or RenditionsOnCache.

6. Click Save to save the command.

Set the Final/Transient Setting

The only profiles that should be marked as final are profiles that appear last in a
workflow, or profiles that create a Rendition through a copy or a transcode. All other
profiles must be set to transient.

Commands
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Configure Email Notifications (Optional)

The profile can be configured to send notification emails.
Email Notifications

Completed Profile
Completed Profile
Completed Profile
Complated Profile

<No filker>

<No filter> Normal

<No filter>

al al «l =
afl afl «afl =

<No filter>

Note: The email alert feature must be enabled, and email templates must be created
to use this feature.

Select the condition to send a notification (Failed in the following figure), then select

the email template to use (Failed Profile in the following figure).
Email Notifications

S E-mail template:

Completed Profile <No filkers

Completed Profile v N <No filker>

Complated Profile <No filter>
Failed Profile
In Progress g <No filters
Canceled Profile

Normal

Normal

Bl ElE]

Normal

Optionally, a Virtual Object or Rendition filter can be used, and a priority for the email
can be set. The notification will only be sent if the Virtual Object or Rendition processed
by the profile match the filter.
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Email Alerts and
Notifications

Kumulate can be configured to send logs, alerts, and notifications via email.

When the email alerts feature is turned on, operator emails will automatically start
being sent to the specified emails. Workflow notifications will only be sent if the email
alerts feature has been enabled. The email notification system can also be configured
to send zipped log files to the recipient.

m Configure the Email Service

m Email Notification Templates
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Configure the Email Service

The email service that sends workflow notifications, log messages, and operator alerts
is configured in the System module.

Before configuring the email service, ensure that the address that will be used to send
emails can send emails, that the SMTP port and server are known, and that the TSL or
SSL port is known.

Note: The password for the address that will send email is visible in the System
module.

Use the following procedure to configure the email service:
1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulAte

STATUS &g ADMINISTRATION ELASTICSEARCH CLUSTERS ADOBE SETTINGS

2. Select Modules.

+«* DRAC Control~ & Modules i= Logs~

L

3. Click the Advanced button on the System Control page.
System Control

“ ResTART SYsTEM, ) (LHaLT.sysTEM, ) ((EMAIL SYSTEM LOGS
pms===
—

4. Click the Pencil icon to the left of the SYSTEM module.
System Configuration

-
ACI

ALE

ALL

ASSET MANAGER
CLUSTER MANAGER
cMI

FEDERATION MANAGER
MEDIA LIBRARY

MOsI

osM

SDAT

SYSTEM

155

Ul

acopoccoococee
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5. Enter the information in the parameters identified in the following figure (the
parameter descriptions are in the table following the figure):

Client Id:

Customer Resource Location:
Delete DVS Content Upon Asset Deletion:
Email debugging:
Email From Address:
Use SMTP Auth:
Email SMTP Host:
SMTP port:

SMTP SSL Port :

Email Service:

Email Subject:

Email To Address:
Use SSL SMTP:

Email User Name:
Email User Password:
Extended UMID:
General TraceLevel:
LDAP Domain:

LDAP Single Sign-On:
LDAP URL:

Log Dir:

Monitor Period:
Operator Email:
Optional Email 1:

Optional Email 2:

8.0.3.5

C:/Masstech/Customer

Off
Off

smtp.sender@mycom pany.com

yes

smtp.mycempany.com

25
587
on

LOGS

admin@mycompany.com

no

smtp.sender@mycom pany.com

ThisIsAFakePassword
FALSE
DEBUG

off

C:\Masstech'Logs\Montana

5000

second.admin@mycompany.com

SecurityManager TracelLaval: MORMAL

Send Logs By Email: off

Send Operator Email: on

StartTLS: YES

Trace Lewvel: DEBUG
Parameter Description

Email From Address | The sending email address for notification emails. This must be
identical to the email address specified in Email User Name.

Use SMTP Auth When set to YES, authentication is done through SMTP.
Generally, this should be set to YES.

Email SMTP Host The SMTP host being used to send emails.

SMTP Port The non-SSL SMTP port. This is typically port 25.

SMTP SSL Port The SSL or TSL SMTP port.
SSL uses port 465 by default. TLS uses port 587 by default.
If TLS is used, ensure that StartTLS is set to YES.

Kumulate Administration Guide
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Parameter Description

Email Service Turns the email service on and off.
If the email service is off, no emails will be sent by the system.

Note: Most operator messages are not sent using email,
even when the service is on.

Email Subject The subject line for emails containing logs and operator
messages. Subject lines for emails sent by workflows are set in
their respective email templates.

Email To Address The email address of the recipient of log and operator
messages. Recipients for emails sent by workflows are set in
their respective email templates.

Use SSL SMTP Set to YES to use SSL; set to NO if TSL will be used instead.

Email User Name The email address of the sender. This must be identical to
Email From Address.

Email User Password | The sender's SMTP authentication password.

Operator Email Additional email address which can receive operator email.
Optional Email 1 Any or all of these parameters can contain an email address.

Optional Email 2 . .
P Note: If more than one Operator Email parameter is present,

only the second one is active. If only the first of the
two has been assigned an email address, emails will
never be received at that address. Send Operator
Email must be set to YES for emails to be sent to these
recipients.

Send Logs By Email | Zipped log files are sent to the Email To Address when this is
set to ON.

Send Operator Email | Operator emails are sent to the email addresses specified by
Operator Email, Optional Email 1, and Optional Email 2 when
this is set to ON.

Start TLS Set to YES to use TSL; set to NO if SSL will be used instead.

6. Click OK to save the configuration.
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7. Restart Kumulate for the changes to take effect. On the Kumulate server host, stop
and restart Tomcat.

Configure... Configure...

Start service ’ Start service M
l Stop service . ‘ Stop service

Thread Dump by Thread Dump

Exit Exit

About About

Kumulate Administration Guide
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Email Notification Templates

Email templates must be created for Kumulate to send workflow notifications by email.
Workflows will only send notifications if the email alerts feature is enabled.

Use the following procedure to create an email template:

1. Click System > Administration in the menu bar in the Kumulate web interface.

= kumulite

STATUS  ( ADMINISTRATION ELAS CH CLUSTERS ADDBE SETTINGS

2, Select Processing > Email Templates.
WContent~  t3Processing~ & Security~

Transcode Profile
Workflow Information
E-mail Templates

I Thumbnail Extraction Profiles I

3. Click the ADD button on the E-mail Templates page.

4. Provide the template with a unique name, the email address of the recipient, a
subject for the email, and body text for the email.

To send the notification to two or more recipients, the email addresses must be
separated by commas.

oK

Template Nama:

Completed Profile < Requirsd
Destination E-mail Addresses:
E-mall Subject {right mouse button to insert dynamic fields):

Profile complete

E-mail Body [right mouse button to insert dynamic fields):

The profile completed succassfully,

3964 character left

()

The email subject and body can include dynamic fields which specify workflow, Vir-
tual Object, and Rendition information, making the email more informative.
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To add a dynamic field, right-click on the email subject or body where the field
should appear, and select the field from the pull down menu.

Template Name:
Completed Profile < Required

Destination E-mail Addresses:

E-mail Subject (right mouse button to insert dynamic fields):

Lew
Profile Insert Workflow Field

E-mail | Insert Asset Field
The pr

Workflow_ID -
Workflow_Description |
Insert Source Instance Field

3
3
» | Profile_ID

, 3

Insert Destination Instance Field Profile_Description

Trigger_Event

Command

The dynamic field to insert will appear enclosed in curly braces in the subject or
body text.

Template Name:
Comipleted Profile < Required

Destination E-mail Addrassas:

E-mail Subject (right mouse button to insert dynamic fields):
Profile {Profile_ID} in workflow {Workflow_ID} complete

E-mail Body (right mouse button to insert dynamic fields):
The {Profile_ID} profile in the {Workflow_ID} workflow operating on asset {asset.displayName} completed successhully.

3883 character left

5. Click OK to save the template. The email generated using the previous template will
look like the following figure when it is received:
SMTP Sender

Profile ExtractMetadata in workflow TranscodeCopyExtract complete

The Exiractietadata profile in the TranscodeCopyExtract workflow operating on
asset PSA completed successiully.
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System Control and
Configuration Modules

System control and configuration modules control how Kumulate operates. Settings for
transcoders, indexers, loggers, email servers, and DataMovers are accessible through
Kumulate system modules.

m Accessing System Modules
m ALL Module Configuration
m Virtual Object Manager Module
m CMI Module

m DM Manager Module

m Media Library Module

m MMC Module

m Reports Manager Module
m SSC Module

m System Module

m Ull Module

m Workflow Manager Module
m XMTI Module

m SDBI Module
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Accessing System Modules

Use the following procedure to access system modules:

1. Select System > Administration from the menu in the Kumulate web interface.

= kumulte

STATUS &y ADMINISTRATION = ELASTICSEARCH CLUSTERS  JAY ADOBE SETTINGS

2, Select Modules from the top menu.

< DRAC Control ~ & Modules i= Logs~

System configuration modules, and disabled system control modules are accessible
from the System Configuration page; accessible by clicking the Advanced button.

Caution: Do not use the Restart System and Halt System buttons.

System Control

I ADVANCED RESTART SYSTEM HALT SYSTEM EMAIL SYSTEM LOGS

[Modules Information
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ALL Module Configuration

Caution: Do not modify any parameter not in this list without consulting
Technical Support.

Parameter

Description

Default StandardID

The video system standard used in the Kumulate system.
Defaults to NTSC.

Default Title Use this as a Virtual Object's title if the information cannot
be extracted from the Virtual Object itself.
Default VideoServer Type | Sets the video server that is selected by default when

creating a new Unmanaged Storage Repository.
The default is Repository.

Setting this to an invalid Unmanaged Storage Repository
name, or simply misspelling the Unmanaged Storage
Repository name, will cause the following message to
appear when attempting to create a new Unmanaged
Storage Repository:

Unfortunately the information you requested
is not available at this time...

Please contact your system administrator

We apologize for any inc

Kumulate Administration Guide

-~
telestream

337



System Control and Configuration Modules | 338
Virtual Object Manager Module

Virtual Object Manager Module

Caution: Do not modify any parameter not in this list without consulting
Technical Support.

Parameter Description

Delete Virtual Object with No | When set to ON, Kumulate automatically deletes

Renditions Virtual Objects that have no Renditions associated
with them.
Trace Level Sets the logging level for the module.

» OFF: Only errors are logged.

» NORMAL: Errors and trace messages are logged.

» DEBUG: Logs all messages, including debug mes-
sages.
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Used to mark already discovered Renditions.

Caution: Do not modify any parameter not in this list without consulting
Technical Support.

Parameter

Description

Processed Keyword

Used as a mark that is inserted into a Rendition wrapper to
indicate that the Rendition has already been discovered and
copied in by the Kumulate system.

Because this mark cannot be longer than 32 characters on
Leitch Unmanaged Storage Repositories, this setting can be
overwritten on Leitch Unmanaged Storage Repositories only
using the Marking Key parameter.

This value must be unique to each Kumulate system.

Trace Level

Sets the logging level for the module.

* OFF: Only errors are logged.
* NORMAL: Errors and trace messages are logged.
* DEBUG: Logs all messages, including debug messages.
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The DM Manager module is responsible for configuring the DataMovers.

Caution: Do not modify any parameter not in this list without consulting

Technical Support.

Parameter

Description

Local DataMover Port

The Kumulate server DataMover listening port.
Defaults to port 2089.

Process Restart Timeout (seconds)

If the DataMover does not restart in this time, it
remains offline.

Trace Level

Sets the logging level for the module.

» OFF: Only errors are logged.
* NORMAL: Errors and trace messages are
logged.
» DEBUG: Logs all messages, including debug
messages.
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Media Library Module

This module must be enabled and running to connect Kumulate to tape libraries.

Caution: Do not modify any parameter not in this list without consulting

Technical Support.
Parameter | Description
Enabled Must be set to YES to connect to tape libraries.
Tomcat must be stopped and restarted for the change to take effect.
Configure.. Configure...
Start service Start service
L Stop service ‘ Stop service
Thread Dump h Thread Dump
Exit Bxit
About About
Enabled modules are visible under System Control. Disabled modules
are visible under System Configuration.
Make sure that the module is also running.
Trace Level | Sets the logging level for the module.
» OFF: Only errors are logged.
* NORMAL: Errors and trace messages are logged.
* DEBUG: Logs all messages, including debug messages.
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Caution: Do not modify any parameter not in this list without consulting

Technical Support.

Parameter

Description

Archive Buffer Size

The size in KB of the buffer used for transfers
to and from Managed Storage Repositories.

The default is 5120KB.

Failed reads threshold when Force
Read Tape is YES

When Force Read Tape is set to YES, read
operations from a tape library will take
precedence over write operations to the
library. In cases where the read operations are
unsuccessful, the queued write operations
may never be executed.

Failed reads threshold when Force Read Tape
is YES sets a limit on the number of failed read
attempts to make before attempting the
write operations.

Force Read Tape

When set to YES, read operations from a tape
library will take precedence over write
operations to the library.

Works with Failed reads threshold when Force
Read Tape is YES and Max writes to allow
before read again.

Max Archive Transfers

Maximum number of transfers to and from
the tape archive.

The defaultis 1.

PMRUpdater Path

Path to the PMRUpdater executable. This only
applies when using the PMRUpdater with
Avid Standalone Unmanaged Storage
Repositories.
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Parameter

Description

Trace Level

Sets the logging level for the module.

» OFF: Only errors are logged.
* NORMAL: Errors and trace messages are
logged.
» DEBUG: Logs all messages, including debug
messages.

Write In New Thread

When set to ON improves archiving
performance by creating separate threads for
reading from and writing to archive.

Max writes to allow before read again

Max writes to allow before read again works
with Force Read Tape and Failed reads
threshold when Force Read Tape is YES.

Max writes to allow before read again
specifies the number of write operations to
attempt when read operations to a tape
library are suspended.
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Reports Manager Module

The Reports Manager Module is responsible for polling the system for information used

in reports.

Caution: Do not modify any parameter not in this list without consulting

Technical Support.

Parameter

Description

Cache polling interval (seconds)

Cache polling interval in seconds. Information
from the cache is entered into the database each
time the cache is polled.

Set to 30s by default.

Maximum thread count (more
than 1, less than 100)

The maximum number of database entry
threads.

Set to 50 threads by default.

Maximum cached Virtual Objects
age (minutes)

The maximum age of Virtual Object events kept
in the cache, in minutes. Any events older than
this value are removed from the cache during
cache cleanup. Cache cleanup occurs every five
minutes.

Set to 30min by default.

Maximum cached Virtual Objects
count (less than 10000)

The maximum number of Virtual Object events
than can be cached. Any additional events are
removed from the cache during cache cleanup.
The oldest events are removed first. Cache
cleanup occurs every five minutes.

Set to 1000 events by default.

Maximum cached Renditions age
(minutes)

The maximum age of Rendition events kept in
the cache, in minutes. Any events older than this
value are removed from the cache during cache
cleanup. Cache cleanup occurs every five
minutes.

Set to 30min by default.

Maximum cached Renditions
count (less than 10000)

The maximum number of Rendition events than
can be cached. Any additional events are
removed from the cache during cache cleanup.
The oldest events are removed first. Cache
cleanup occurs every five minutes.

Set to 1000 events by default.
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Parameter

Description

Maximum cached transfer
information age (minutes)

The maximum age of transfer events kept in the
cache, in minutes. Any events older than this
value are removed from the cache during cache
cleanup. Cache cleanup occurs every five
minutes.

Set to 10min by default.

Maximum cached transfer
information count (less than 2000)

The maximum number of transfer events that
can be cached. Any additional events are
removed from the cache during cache cleanup.
The oldest events are removed first. Cache
cleanup occurs every five minutes.

Set to 200 events by default.

Trace Level

Sets the logging level for the module.

» OFF: Only errors are logged.
* NORMAL: Errors and trace messages are
logged.
» DEBUG: Logs all messages, including debug
messages.
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SSC Module

Controls cache operations, such as space management and logging.

Caution: Do not modify any parameter not in this list without consulting
Technical Support.

Parameter Description

Free Limit Generates an operator message if the storage space on the cache
drops below this percentage. The level is a percentage of the total
amount of storage space on the cache.

Note: An operator message will be generated, but it will not be sent
by email regardless of whether the email service has been
enabled.

FreeSet Point | Renditions will be deleted from the cache when the free space on the
cache drops below this percentage.

Trace Level Sets the logging level for the module.

* OFF: Only errors are logged.
* NORMAL: Errors and trace messages are logged.
» DEBUG: Logs all messages, including debug messages.
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This module contains configuration settings for a variety of Kumulate features.

Caution: Do not modify any parameter not in this list without consulting
Technical Support.

Parameter

Description

AVID Interplay

Controls the logging of messages to and from the Avid

WebService Interplay web service.
TracelLevel Messages are logged when set to DEBUG.
Messages are not logged if set to NORMAL or OFF.
Set to NORMAL by default.
Client Id The client ID of the Kumulate system appears in the Kumulate

Ul tab; allowing you to differentiate between multiple systems.

&« & @® Not secure | 10.11.5.35/montana/Ul/login

The Tomcat service on the Kumulate server host must be
stopped and restarted for this change to take effect.

Configure... Configure...

Start service Mb“
’ Stop service N ‘ Stop service }

Thread Dump by Thread Dump

Exit Exit

About About

Email debugging

This enables or disables debugging email errors; leave this
disabled unless emails are not operational. Can be Off or On.

Email From Address

The email address that will be used to send logs and operator
messages. Credentials must be known for this email address.

Caution: The email user's password is visible and stored
in clear text; not encrypted.

Use SMTP Auth

When set to YES, authentication is done through SMTP; when
set to NO SMTP authentication is disabled.

Generally, this should be set to YES.

Email SMTP Host

The SMTP server host of the sender's email.

SMTP Port

The non-SSL SMTP port; this is port 25 by default.
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Parameter

Description

SMTP SSL Port

The SSL or TSL SMTP port.
SSL uses port 465 by default. TLS uses port 587 by default.
This parameter is set to port 465 by default.

The Use SSL SMTP parameter must be set to YES for SSL to be
used.

StartTLS must be set to YES for TLS to be used.

Email Service

Turns the email service on and off.

If the email service is OFF, no emails will be sent by the system.

Set this to ON to allow Kumulate to send emails.

Email Subject

The subject line for emails containing log messages.

Email To Address

The email address of the recipient of log and operator
messages. Recipients for emails sent by workflows are set in
their respective email templates.

Use SSL SMTP

Set to YES to use SSL; set to NO if TSL will be used instead.

Email User Name

The email address of the sender.

Email User Password

The sender's SMTP authentication password.

Caution: The email user's password is visible and stored
in clear text; not encrypted.

General TracelLevel

The logging level to use for general trace logs.

LDAP Domain

The customer's LDAP client domain. Used when Kumulate is
configured to use LDAP.

See Enable Optional Kumulate LDAP Authentication for more
information.

LDAP Single Sign-On

Enables the single sign-on feature when set to ON.
This parameter is set to OFF by default.

LDAP must be enabled to use single sign-on. If this parameter
is set to ON, but LDAP is not configured and enabled, setting
this feature will change the login screen, but single sign-on
will not work. See Enable Optional Single Sign-On
Authentication for more information.

LDAP URL

The customer's LDAP server location, with appropriate search
terms. Used when Kumulate is configured to use LDAP. See
Enable Optional Kumulate LDAP Authentication for more
information.
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Parameter

Description

Log Dir

The directory where the Kumulate logs are saved.

This parameter is set to C:\Masstech\Logs\Montana by default.

Monitor Period

Set to YES to keep track of periods; otherwise, set to NO.

Operator Email
Optional Email 1
Optional Email 2

Additional email address which can receive operator email.
Any or all of these parameters can contain an email address.

Note: If more than one Operator Email parameter is present,
only the second one is active. If only the first of the
two has been assigned an email address, emails will
never be received at that address. Send Operator
Email must be set to YES for emails to be sent to these
recipients.

Send Operator Email

When set to ON, operator messages will be sent to the email
addresses specified in Email To Address, Operator Email,
Optional Email 1, and Optional Email 2.

System Id

A unique ID generated by Kumulate used in clustering.

Trace Level

Sets the logging level for the module.

» OFF: Only errors are logged.
* NORMAL: Errors and trace messages are logged.
* DEBUG: Logs all messages, including debug messages.
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Parameter

Description

Low Res Streaming Server

The streaming server to use when the Stream Proxy is set
to Yes, True, or On.

Stream Proxy

Set this parameter to Yes, True, or On to stream proxies
using the server specified by the Low Res Streaming
Server parameter when a request to http://
<machineName>/montana/
Proxy?userlD=XXX&program_Rendition_num=999

or

http://<machineName>/montana/
Proxy?program_Rendition_num=999&userlD=XXX&retri
eveCCFileOnly=Yes

is made through XMMPI.

Set this parameter to No, False, or Off to download the
proxy instead.

Trace Level

Sets the logging level for the module.

« OFF: Only errors are logged.
* NORMAL: Errors and trace messages are logged.
* DEBUG: Logs all messages, including debug messages.
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System Control and Configuration Modules
Workflow Manager Module

The Workflow Manager module controls workflow operations.

See Workflows for more information.

Caution: Do not modify any parameter not in this list without consulting

Technical Support.

Parameter

Description

Command Retry Interval (sec)

The amount of time to wait between
attempts to retry a workflow command.

This is set to 600 seconds (10 minutes) by
default.

E-mail Queue Capacity

The total number of emails that can be
queued when workflows are configured to
send notification emails.

Prepare Completed Virtual Object
Metadata

The Virtual Object metadata that must be
modified to trigger a profile with a
PreparedCompleted trigger. Kumulate must
be stopped and restarted for changes to
take effect.

See PreparedCompleted for more
information.

Prepare Completed Rendition
Metadata

The Rendition metadata that must be
modified to trigger a profile with a
PreparedCompletedRendition trigger.
Kumulate must be stopped and restarted for
the changes to take effect.

See PreparedCompletedRendition for more
information.

Trace Level

Sets the logging level for the module.

» OFF: Only errors are logged.
* NORMAL: Errors and trace messages are
logged.
» DEBUG: Logs all messages, including
debug messages.
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XMTI Module

System Control and Configuration Modules
XMTI Module

Caution: Do not modify any parameter not in this list without consulting

Technical Support.

Parameter

Description

Delete temporary PR Renditions

When an PR restore to an Unmanaged Storage
Repository is requested, the PR is first created on
CACHE and after that the PR-ed Rendition is
transferred to desired Unmanaged Storage
Repository. If this flag is set to YES, the Rendition
from CACHE is automatically deleted at the end of
restore. If set to NO, the intermediate Rendition
from CACHE will remain in the system. This is
particularly useful when you want to do a PR to
multiple Unmanaged Storage Repositories or if you
want to preserve the PR-ed content in the archive
for a period of time.

Enabled

Set Enabled to YES to enable the module; set it to
NO to disable the module.

Tomcat must be stopped and restarted for the
change to take effect.

Configure... Configure...

Start service 2 ‘

Stop service

Stop service N

Thread Dump Wy Thread Dump
Exit Exit
About About

Enabled modules are visible under System Control.

Disabled modules are visible under System
Configuration.

Note: Enabling the module does not necessarily
start the module.

ML partial restore max percent

This percent represents the value after a partial
restore from tape is always performed as a full
restore to CACHE followed by a partial restore
versus a direct partial restore from tape. In this
example (see the following figure), if the part to
restore is greater the 30% of the full media file, the
entire file will be restored from tape.
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XMTI Module

Parameter

Description

ML partial restore min size (GB)

This value represents the minimum size of a partial
restore from tape to be performed directly from
tape. If the partial restore section is estimated to be
less than this size, then a full restore is performed
to CACHE followed by a partial restore.

Omneon Proxy Timecode Offset

A value of 100 is recommended unless the
version of HQS is prior to release 1.12.

Omneon files include pre-frames. In versions of
HQS prior to 1.12, an offset had to be specified to
prevent HQS from transcoding the pre-frames.
Starting with release 1.12, HQS is capable of
handling the pre-frames.

However, Kumulate still sends the offset to HQS. In
order for HQS to ignore the offset, a number that is
larger than the number of pre-frames should be
used. This will effectively cause HQS to ignore the
offset altogether.

Restart Transcode Engines

If this value is set to YES, all Transcode Engines
connected to Kumulate will be restarted when
Kumulate starts.

Trace Level

Sets the logging level for the module.

* OFF: Only errors are logged.

* NORMAL: Errors and trace messages are logged.

» DEBUG: Logs all messages, including debug mes-
sages.

XMTI Module Configuration
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System Control and Configuration Modules
SDBI Module

SDBI Module

Kumulate has a memory cache that maintains information about a number of Virtual
Objects and Renditions as an optimization to reduce the number of accesses to the
database for frequently used Virtual Objects and Renditions. If Kumulate needs details
about a Virtual Object or Rendition that is found in that cache, the details are obtained
directly from the cache, without querying the database. If a Virtual Object or Rendition
is not found in the cache it will be automatically added at first use.

Sometimes it is useful to disable the caching mechanism when performing
investigations related to metadata values that are not correct in Kumulate.

Parameter Description

Virtual Object Cache Expire Time | The expiration time for a Virtual Object in cache.
[minutes] The Virtual Object is removed automatically
from cache after a certain time period from
when it was inserted into the cache.

Virtual Object Cache Size The maximum number of Virtual Objects that
are preserved in memory cache. If this value is
set to 0, the cache for Virtual Objects is disabled.

Rendition Cache Expire Time The expiration time for a Rendition in cache. The
[minutes] Rendition is removed automatically from cache
after a certain time period from when was
inserted into the cache.

Rendition Cache Size The maximum number of Renditions that are
preserved in memory cache. If this value is set to
0, the cache for Renditions is disabled.

SDBI Module Configuration
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Elasticsearch and Kibana

Kumulate uses Elasticsearch to index object metadata and system activities. These
Elasticsearch indexes are used by all Kumulate searches. They are also used to create
Kibana visualizations and dashboards; which are displayed in Kumulate's Reports page.

m Elasticsearch Configuration

m Index Alias Indicators

m Import Default Kibana Dashboards Into Kumulate

m Creating and Modifying Dashboards and Visualization

-
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Elasticsearch Configuration

Elasticsearch Configuration

Elasticsearch will be configured as part of your initial configuration.

Caution: Do not modify settings without conferring with Technical Support.

Use the following procedure to configure the Elasticsearch and Kibana server:

1. Click System > Elasticsearch clusters in the menu bar in the Kumulate web interface.

= kumulite

STATUS ADMINISTRATION 8 ELASTICSEARCH CLUSTERS ADOBE SETTINGS

2. Select Modify from the options listed.
= kumulAte ASSET

STATUS ADMINISTRATION & ELASTICSEARCH CLUSTERS ADOBE SETTINGS

ELASTIC SEARCH CLUSTERS @ ADD NEW CLUSTER Rt

NODES: 1

SECURITY PLUGIN: NONE
STATUS: IDLE

Parameter Description

Cluster Name The name of the Elasticsearch cluster that was created
during the Kumulate system installation. The cluster name
can be determined by viewing the Elasticsearch.yml file;
typically found in
C:\ProgramData\Elastic\Elasticsearch\config\.

Description The descriptive name of the cluster.
Enable Set to Yes.

Use Sniffer Set to No.

Security Plugin Set to X-Pack Security.

Authentication Scheme | Set to Basic.

Use SSL Set to Yes.

Username The user that Kumulate will use to send REST API requests
to Elasticsearch.
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Parameter Description
Password The password associated with the Username.
Kibana Server URL The address that Kumulate will use to send REST API

requests to Kibana.

Kibana Server URL (User) | The address used by Kumulate GUI to access Kibana.

Kumulate Kibana User | The user that Kumulate will use to send REST API requests
to Kibana.

This does not need to be configured if security plugins
were not configured for Kibana.

Kumulate Kibana The password that Kumulate will use to send the account
Password above.

Elasticsearch nodes

Bulk Processor Configuration

A new section in the Elasticsearch Cluster configuration allows configuring the bulk
processor settings.

Bulk Actions

nt Requests

Flush Interval (s)

The Bulk Processor accumulates indexing requests until it exceeds the number of Bulk

Actions configured, or the Bulk Size (MB) configured, or at every Flush Interval (s). Up to
Concurrent Requests bulk requests can be sent for processing at once to Elasticsearch

while accumulating more bulk requests.

Note: Do not use excessive values, as the Elasticsearch coordinating node has to hold
the entire bulk request in memory and you can potentially run out of memory if
you have too many large requests simultaneously. Official advice from Elastic is
not to exceed tens of MB for the bulk size, even if it appears to perform better.
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Index Alias Indicators

Index Alias Indicators are now displayed to the left of the Status on the Index
Management page as seen in the following figure. This is useful for viewing if an index
has an alias associated with it without having to enter Kibana and use the API for
diagnostics purposes.

|||||||

If one of the indexes does not have its index aliases but should have it (for example,
from a snapshot restore, or if re-indexing from the Elasticsearch was interrupted), then
you can select the index and choose the Promote Index option.

ESD1
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Import Default Kibana Dashboards Into Kumulate

When the Kumulate system is initially installed, no dashboards will be displayed on the
Reports page. Click Import Default Dashboards from the Reports page to import the
default dashboard into Kumulate. This imports a set of dashboards and their
visualizations that have been preconfigured by Telestream.

= kumulite e

[EXTRA
STANDBY FOR

o b ‘\\"l. i 11

EXTRA TEASE :15 ' sy |
SHOW# 21-092 .

12/23/14

REPORTS

5028-0NLINE-VE.. gabi_spera_sa_me.. 6172-GREECE-POL..

= kumulite

i= DASHBOARDS

DASHBOARDS

INITIALIZE KIBANA IMPORT DEFAULT DASHBOARDS

TITLE DESCRIPTION ACTIONS
[Kumula
[Kumulate] Content

[Kumula

Creating and Modifying Dashboards and
Visualization

Kibana provides the ability to create custom visualizations using any of the information
stored in Elasticsearch indices. Tutorials can be found at www.elastic.co. Alternatively,
Telestream can create custom visualizations as a professional service.

Contact your Telestream Account Manager for more information.
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